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Atomic Defect Configurations
Identified by Nuclear Techniques

Thomas Wichert

Technische Physik, Universitilt des Saarlandes, 6600 Saarbrflcken, FRG

Abstract

The impact of nuclear techniques as analytical tools for the identification of atomic defect
configurations is discussed. Perturbed -yy angular correlation and M6ssbauer spectroscopy,
similar to the magnetic resonance techniques, obtain their local information with respect to a
probe atom via electric or magnetic hyperfine fields that originate from the probe's
microscopic surrounding. The strength of nuclear techniques is their ability of supplying
information on the chemical nature rather than on the electrical properties of a defect. By
employing radioactive isotopes low dopant and defect concentrations (1016 cm"3) can be
investigated. Both methods are qualified for the study of individual dopant atoms and their
reactions with other defects, like impurity atoms or native lattice defects. Recent
investigations of atomic defect configurations in elemental, IIl-V, and II-VI semiconductors
will be discussed.

1. Introduction

Besides the electrical and optical properties of a defect, the chemical nature o the
constituents and the resulting atomistic structure are of interest. In this respect, significant
contributions have been made by "nuclear techniques", i.e. by techniques that arise from the
field of nuclear physics and/or use properties of the atomic nucleus. Some of the recent
results, particular those obtained by the perturbed y-y angular correlation technique (PAC)
and by the M6ssbauer spectroscopy (MS) will be discussed in this paper. Thereby, the probe
atoms are used for watching the behavior of dopant atoms, in particular, their interactions
with other defects. The PAC technique will be emphasized because it is comparatively new in
the field of defects in semiconductors. The reader will find several other nuclear techniques in
this conference which are not discussed here; such as, muon-spin-rotation, P-NMR, or
positron annihilation. - In PAC and MS local information is obtained with reference to a
probe atom which in a PAC or in a MS "source" experiment is always a radioactive atom
whereas in a MS "absorber" experiment a stable isotope is used. But, just the use of
radioactive probe atoms guarantees the often needed sensitivity for the detection of defects in
semiconductors. Thereby, the local electronic and geometrical structures about the probe
atoms are observed via the hyperfine interactions which results from the interaction of the
electromagnetic fields of the solid with the nuclear moments of the probe atoms. Thus, both
techniques are similar to the well known ESR/ENDOR techniques which measure mainly the
magnetic interactions of paramagnetic centers. For the interpretation of the experimental
results obtained with help of radioactive probe atoms, however, it should be taken into
account that the defect complex is formed with the probe atom but the resulting hyperfine
interaction is measured, after a P-decay, at the daughter isotope which in most cases is
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chemically different from the probe atom. We shall start with a brief summary of the
parameters used in both techniques; for more details see1,2,3.

Perturbed yy Angular Correlation: The parameter used for the characterization of defects is
the electric field gradient tensor (EFG) which is the second derivative of the electrostatic
potential of the solid. The three components of the traceless tensor are measured during the
radioactive decay of the probe atom which leads to the nuclear ground state of the daughter
nucleus via an isomeric state; this process is associated with the emission of two 3Y rays
bracketing this isomeric state. The electric quadrupole moment Q of this state interacts with
the EFG and effects a spin dependent energy shift AE = htw. This energy shift modulates in
time the probability to detect both -f rays in coincidence, whereby the maximum possible time
difference elapsed between the detection of the two y rays is determined by the lifetime of
isomeric state. The resulting PAC time spectrum contains the following information: The
fundamental modulation frequency is determined by the strength Vzz of the EFG tensor
which is expressed via the coupling constant v. = eQVzz. The ratio of two modulation
frequencies yields the asymmetry parameter qr = (Vn-V ,)/VZZ of the tensor with 0 _ 9l K 1.
The amplitudes of the modulations are determined by the fraction of probe atoms involved in
the defect complex and by the orientation of the defect complex with respect to the host
lattice. A possible relaxation of the amplitudes is indicative of either a distribution of different
EFGs or a change of an EFG during the nuclear lifetime of the isomeric state; the latter
process gives information on dynamic effects of the defect complex.

Missbauer Spectroscopy: The parameter mainly used for the characterization of defects is
the isomer shift (IS) which is determined by the electron density at the site of the nucleus. The
associated energy shift AE offsets the energy Eo of the y quantum which is emitted during the
radioactive decay of the probe atom and leads from the isomeric nuclear state to the ground
state of the daughter nucleus. This tiny offset can be determined by the resonance-like energy
dependence of the absorption probability when the -y quantum interacts with the identical
(daughter) nucleus that is located in an absorber. The M6ssbauer spectrum is measured as a
function of the Doppler velocity v which is used to change the energy Eo by v/c. Eo in order to
achieve the nuclear resonance absorption of the emitted y rays. From the required resonance
velocity vres the defect induced IS is obtained. In a similar way, values vres are obtained which
result from the energy shifts of a defect induced EFG. The area of the resonance line is
determined by the fraction of probe atoms involved in the respective defect and, via the
Debye Waller factor (DWF), by the local dynamics of the defect complex. Because of the
DWF the area of the resonance line becomes temperature dependent and decreases at higher
temperatures. The width of the resonance line plays the role of the relaxation of the
modulation amplitude in the PAC experiment. The lower limit of the observable relaxation
rate is given by the inverse nuclear lifetime of the isomeric nuclear state.

2. Passivation by Hydrogen Atoms

The electrical deactivation of shallow acceptors in Si, first observed by Sah et al. in MOS
devices 4 and by Pankove et al. after plasma etching5, pointed to an interaction between the
acceptor atoms and a defect in Si which was identified as the H atom, hitherto. Here, a good
opportunity was offered to employ nuclear techniques for the analysis of possible reactions of
the acceptor atoms on a microscopic scale. The alternative technique, the Electron Spin
Resonance (ESR), that is often used for a chemical identification of a defect in
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S HPlasma ( i-Hi 3 question failed because of the

-010 (absence of paramagnetic
2 centers, in this case. Since the

o oo- observed passivation extended

H, 3 only to a depth of a few tm,
-0.0 .3 (b) _ radioactive 1l11n atoms were

CL introduced at a depth of 0.16
IL.000- Z pm by implantation with 350

-0.10 14 200 IV ( keV which at the same time
.2 served as a shallow acceptors

and as a probe atom for the
ooo 0 PAC experiment. After having

0 50 oo 1s0 200 0 500 oo 1o0 annealed the implantation
I (ns) frequency (Mrad/9) induced radiation damage and

Figure 1. PAC time spectra and their Fourier transforms measured at the subsequently etched the
probe atom lllIn/Cd in Si. Visible are the different oscillation surface with a H plasma the
frequencies connected with the two EFGs that characterize the In-H1 and PAC time spectrum shown in
In-H2 pair. Fig. 1 (a) is obtained6,7. It

unequivocally shows the presence of a defect at a well defined lattice site of the immediate
neighborhood of the acceptor through the strength of the EFG which falls off with the third
power of the distance acceptor-defect and through the sharpness of the associated frequencies
which are visible in the Fourier transform of the PAC time spectrum (Fig. 1 (a), right).

8 _Actually, two different EFGs
<100> are observed in this

I-Hi . i-H2 6. It-H3 experiment, as is visible by the
2 2 4- presence of two frequency

2triplets, whereby for each
C ~ 0 triplet always holds that the
4- .third frequency is the sum of

6 '111, the two lower ones (see also
- 4 Fig. 2, top panels). The reason
0 2 Inrinslc 4 1.6o10 a cm-' for the occurrence of two

S T=300 K 2 T,=78 K EFGs will be explained in

o 013,1000 i10 -1 1. . section 5 where the dynamics
0 00 1000 1600 0 So 1000 1500 of defects is discussed. The

frequency (Mrad/s) frequency (Mrad/s) here used local acceptor con-

Figure 2. Fourier transforms of PAC time spectra with the - detectors centrations ranging between 1
oriented along <100> and <111> lattice directions. The corresponding and 5"1016 cm "3 matches those
variations of the Fourier components show the <111> orientations of the used in the experiment by
three EFG tensors. Pankove so that a direct
comparison between the observed In-defect pairing and the increase of the electrical
resistivity can be made. Thus, the passivation of the acceptor atoms is obviously accompanied
by the formation of close pairs. From the symmetry and the orientation of the defect specific
EFG tensors it is concluded that the formed pairs possess axial symmetry and are oriented
along one of the four equivalent <I I I> directions of the Si lattice. Fig 2 (left) shows the
results of such an orientation experiment: 6,7 The axial symmetry of the complex is obtained
from the ratio of the fundamental to the first harmonic frequency which for both frequency
triplets is 1:2. Then, the orientation of the symmetry axis is obtained from the amplitudes of

= I l IIglllll• • m - ml m iii i - im- -ll l=- mi to i-I 1 ml =l-l - •ml ll=al aal lmm=rl1 l~ ar
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the three frequencies when the -"-coincidences are recorded with the "y-detectors positioned
along different lattice directions of the Si wafer, here along < 100 > and < 111>; the strong
reductions of the amplitudes of the higher harmonics observed in the latter case show the
< 111 > orientations of the formed In-defect complexes 2.

Although the EFGs characterizing different defect configurations are experimentally well
known within about I %, an identification of the trapped defects is not possible solely based
on the EFGs because of the insufficient accuracy of the theoretical calculation of defect
induced EFGs in covalently bonded semiconductors. The fact, however, that PAC
measurements are feasible under a wide range of different sample conditions still allows the
identification of the defect in question by a suited combination of experiments. Thus, the
information from the experiments by Tevendale et al.8 was used to see whether boiling of Si
in water would also create the same In-defect complex that was observed after the plasma
etch. The PAC spectrum in Fig. 1 (b) immediately reveals the identity of the formed In-defect
complexes. Thus, the presence of lattice damage possibly introduced during the plasma
treatment is already excluded as a source for the trapped defect. For the final identification of
the defect, mass separated ion implantation at low energies of about 100 eV has turned out as
a successful tool for it represents an element specific doping procedure which almost
completely avoids the uncontrolled creation of radiation damage. The result in Fig. I (c),
obtained after implanting 1014 H' cm"2 with 200 eV finally unmasks the trapped defect as the
H atom. As listed in Table I, three different EFGs characterize the formed In-H complex
pointing to different electronic and/or structural configurations of the formed complex. It is
visible from Fig. 2 (right panel) that also the third EFG (In-H3) has the same <111> axial
symmetry as observed for the other two EFGs. - Here, it should be mentioned that the
hyperfine signature of the trapped H atoms is very rich what has turned out to be typically for
the trapping of interstitial defects at the probe 1111n/Cd in Si (see Tables I and II).

, -After kvowing the hyperfine

-U 10 (a) I I' /"  parameters of the In-H pairs,
300K PAC can be used to pursue

MOS production possible contamination
0 pathways for the introduction

0.10- U V01 . 2 - of H into Si. Three results of
-8 7 K , such investigations, which often

were obtained more or less
Cuaccidentally, are collected in

' Fig. 3:9 (a) During evaporation
humid air storage ( of] P 4ay n topofa

-0.10 . 300 K 3

2 Sio 2/Si substrate, needed for
000 1 the preparation of a MOS

- ,0 .contact, H was released,
0 50 1 W 200 0 50 0 M possibly from the SiO 2 layer,

t (ns) frequency (Mrad/s) and diffused into the 1llln
doped Si crystal forming In-H1

Figure 3. Three examples of unintentional incorporation of H into Si pei cralfring In-rll
causing the formation of In-H pairs. Note, vol/. and vQ1/0 correspond (charaeriy ( 0 )u
to In-HI and In-H3 in Table I, respectively. (b) Low energy (200 eV) u

implantation effected in
addition to the formation of In-Cu pairs (see section 3) also the formation of In-H3 pairs
(vQt/ 0); here, possible sources for the contamination with H were water or hydrocarbon
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compounds adsorbed on the Si surface. In an electrical resistivity experiment, In-H and In-Cu,
would be indistinguishable because both complexes passivate acceptors and contribute to a
resistivity increase whereas by PAC both types of complexes are easily distinguished because
of their different hyperfine parameters. Also implantation of p-Si with Ar', Ni+, or Li ions
lead to the formation of In-H pairs in agreement with corresponding observations by Seager
for B in SiOO. (c) The last example shows that after a shallow implantation of In with 60 keV
about 50 % of the In atoms were passivated by H when the doped Si wafer was exposed to
humid air at 300 C for about I day.

, .. The reduction in the fraction of In-H pairs

40 intrinsic a) measured during an isochronal annealing
experiment allows to determine the thermal

30 - '' stability of the In-H pairs. Fig. 4 compares the

20- results for different sample conditions.11 From

10 H, 200 eV H the amplitude of the modulation in the PAC
spectrum the fraction of passivated In atoms is

o directly obtained. Obviously, Figs. 4 (a) and (c)
1.6'10 cm-3  b) show quite different thermal stabilities for the

E 80 200 eV H ,, In-H pairs which differ by about 100 K. In panel
o- (a) the dominant traps are the implanted

W0 (a) thedomin te.0 radioactive atoms whose peak
.0 0

L 0\concentration is around 5.1016 cm"3. b=cause of
0 20 the low trap concentration and with that low
0 0 probability of retrapping of H the kowest

intrinsic C) thermal stability of the In-H pairs is observed
30 H-Plasma corresponding to a dissociation energy ED(In- -

H) = 1.3 eV if a single step dissociation process
20 - and an attempt frequency of 1013 s-1 is assumed.
10- Under the same assumptions most of the other

dissociation energies ED listed in Table I were
.__,_....__,...__,__._____. , deduced. - In contrast, in panel (c) the

300 400 500 600 increased stability of the pairs is connected with
annealing temperature (K) the presence of the plasma induced intrinsic ;defects, being absent in the case of low energy

Figure 4. Thermal stabilities of the ln-H pairs in Si H implantation or boiling in water, which also
observed under different sample conditions. H

represent traps for the H atoms; because of
frequent dissociation and retrapping processes caused by the higher trap concentration H
remains until much higher temperatures in the Si sample as compared to the first case. In
panel (b) the artificial increase in the thermal stability is effected by co-doping the sample
with B acceptors which also interact with H atoms. The here first observed increase in the
fractions of In-H pairs, occurring at 380 K, is caused by the dissociation of B-H pairs. This
process feeds the fraction of In-H pairs via the release of H atoms which are then available
for additional trapping by isolated In atoms. From this type of co-doping experiments the
following set of dissociation energies was obtained by PAC: ED(B-H) = 1.2 eV < ED(Ga-H)
< ED(In-H) = 1.3 eV.

From the data in Fig. 4 it is evident that dissociation energies reported for acceptor
passivation in Si critically depend on the H-loading conditions and the respective acceptor N

and H concentrations. Thus, Pearton et al. reported dissociation energies of 1.1, 1.6, 1.9, and
2.1 eV for B, Al, Ga, and In, respectively, 12 and Stavola et al. dissociation temperatures of
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450, 480, and 580 K for B, Al, and Ga respectively1 3. In those experiments H was introduced
via plasma loading and the acceptor concentration was well above 1017 cm-3 ; consequently.
the observed stabilities of the acceptor-H pairs were shifted to higher values. The problem of
retrapping of H by the acceptor atoms was excluded in experiments by Weber and Zundel14'15

who performed their stability studies in the depletion region of a biased Schottky contact;
their thermal stabilities, determined for various acceptor-H pairs, agree well with those
obtained by PAC. - That the In-H pairing observed by PAC really corresponds to the
microscopic reaction that takes place during the electrical passivation as observed in
resistivity experiments was recently demonstrated by PAC and electrical measurements
performed at the identical In-doped Si sample; it was shown that the number of In-H pairs
exactly accounts for the number of deactivated In atoms.16

Table I. Acceptor-hydrogen pairs formed with the acceptors llln/Cd or lllmCd/Cd.

rOMPLEX v, (MHz) T (K) <ijk> ED keV) Ret.

InHI 360 78 0. <lio> .3 2
In-H2 480 78 0. <111> 1.3
In-H3 270 78 0. <111> 1.3

Germanium

ln-H 436 78 0. <111> 1.1 17caha
Cd-HI 476 78 0 <111> 135 18,19
Cd-H2 495 78 0. <111> 1.35

Cd-H 484 295 0. <111> 1.8 18,20

Cd-H 525 295 0. 21

Cd-H' 427 295 0. <111> 21
Cd-H2 581 295 0. <111>
lin
Cd-H 357 295 0. 21

In Table I, the hyperfine parameters for different acceptor-H pairs observed so far by PAC in
several semiconductors are collected. In Si2 and Ge 17, the pairs re formed with the probe
atom 1 In and are detected at the daughter isotope 1llCd. In the III-V compounds GaAs18'19,
InPl', GaP, InAs, and InSb 21, the pairs are formed with the probe lllmCd and are detected
also at the element Cd whereby the identical isomeric state of 111cd is used as in the case of
1111n. The microscopic nature of the complexes Cd-H2 observed in

GaAs and in InAs, respectively, is not yet completely
7 identified; it can not be excluded that these EFGs are

BC caused by trapping of a second H atom or even by an
!in intrinsic lattice defect. - For the II-VI semiconductors no

pairing with H atoms has been reported, so far.
ABt%

% In all cases, the listed complexes are axially symmetric (,n
Si T= 0) and the symmetry axis is along a <111> lattice

• 111> direction. This means, all lattice sites proposed, so far, for

Figure 3. Distinct interstitial sites in the H next to an acceptr 22,12 would be in agreement with

Si lattice with reference to the probe these PAC results. Of course, it would be tempting to
atom 1111n/Cd. BC: bond center, AB: explain the occurrence of the three different EFGs for the
dntibonding, T: tetrahedral interstitial. In-H pair in Si, among others, by the population of

different lattice sites, e.g. the bond center (BC) and
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antibonding (AB) site in Fig. 56,23 what, however, has to be specujative at this point. An
experimental solution to the problem of determining the actual H site at the acceptor atom is,
in principal, offered by the channeling technique. By substituting D for H the lattice site of D
at the presence of the acceptor B was determined via the angular dependence of the reaction
yield of the D(3He,p)4He nuclear reactions. Summarizing the available ion channeling
experiments, it turns out that the results for D in Si are much in favor for a BC site next to the
acceptor B24,25; but, there is also evidence for an AB site26. In interpreting these channeling
results, however, it should be taken into account that i) the analyzing beam influences the
apparent D site, ii) D and B concentrations of typically 1019 cm"3 were required, and that iii)
the technique does not supply direct information on the number and the population of
different D sites.

2 Using the M6ssbauer probe 119Sb/ 119Sn, it was
0 /_ (SOX) possible to look also for donor-H pairing in Si

aefre H-im, which was proposed to occur first by Johnson et
a]. 7; here, the formation of the complex Sb-H is

4 of interest 28,29. For the Mssbauer source
2 experiment, first Si was doped with the donor

119Sb by implantation and subsequently annealed;
. " (b)i the substitutional incorporated 119Sb atoms are
2 After H-imp characterized by the isomer shift IS, = 1.80 mm/s,

as is visible in the conversion electron M6ssbauer
(C) spectrum in Fig. 6 (top). After low energy H

4 .implantation (200 eV) this line is reduced and a
It 2 second resonance line characterized by IS. = 2.34

mm/s becomes visible. It disappears after
T5 1' € annealing at 423 K and 523 K in favor of the

6substitutional Sb line. The extracted dissociation
4 energy of ED = 1.4 eV agrees well with the values
2 obtained by infrared spectroscopy3° . Supported by

___t _ ,__ _ jthe low DWF of the H associated site and because
-4 -3 -2 -1 o 2 of the absence of a defect induced EFG for the

Velocity (mm/s) trapped H defect the more distant AB site has
been proposed that belongs to the Si atom

Figure 6. Conversion electron Mossbauer spectra neighboring the l9Sb probe atom. The
measured at the probe S9sb/Sn in Si. The two temperature dependence of the DWF also points
resonance lines correspond to Sb-H pairs (left) to a possible tunneling motion of the H atom in
and isolated substitutional Sb atoms (right). the neighborhood of the daughter isotope 't 9sn.

3. Reactions between Dopant Atoms and Metallic Impurities

In many respects, the behavior of the metallic impurities is similar to that of the above
discussed H atoms; in particular, they tend to migrate also via interstitial lattice sites and
exhibit strong interactions with dopant atoms. It has been this similarity that brought up the
suggestion that the species which passivates acceptors in Si after chemomechanical polishing31

might also consists of H atoms2 ; possibly, in a different, metastable state because i) the
passivation observed in resistivity experiments extends across the whole wafer of a few mm
thickness instead of reaching only a depth of a few Am and ii) the thermal

•* T
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stability of the passivation is significantly lower. By
3 In- u 200 eV Cu implanting 1111n acceptors into the backside of Si wafers

In-Cui.2 which subsequently were chemomechanically polished on
2 7 1 their front it was straightforward to show by PAC that this

I species X does not form any of the already known In-H
pairs32,33 because the X defect gives rise to three newo EFGs - two of them are shown in Fig. 7 (middle panel). By

3 polished implanting low energy Cu+ ions (200 eV) into Si and
(. comparing the resulting EFGs of both experiments (top
- and middle panel of Fig. 7) the EFGs are shown to

S1 correspond to the formation of In-Cu pairs34 (see Table
0 II). Since exclusively implantation of Cu+ ions but not of

other ions, created the three EFGs that characterize the
TA=1173K trapped X defect an assignment of this defect to an

interstitial Si e tom 35 was dismissed. Further studies in p-Si
2 revealed that as-delivered (unpolished) Si wafers,

implanted with 350 keV 1 In+, have to contain already

o Cu as precipitates 33: Then, it can be explained that a
0 o 300 em 985 2w ,o soon as the wafers reach a temperature at which the

w(Mrad/s) solubility of the Cu atoms36 becomes comparable to the
Figure 7. Formation o lllmn-Cu pairs i local 1111n concentration of about 5- 1016 cm"3, In-Cu pairs

Si under different experimental are visible what is illustrated in Fig. 7 (bottom panel). The
conditions, fractions of In-Cu pairs measured at 78 K as a function of

annealing temperature (if the Si wafer are plotted in
Fig. 833. They strongly increase above 973 K and reach a maximum around 1173 K. At still
higher temperatures, the high Cu concentration seems to favor the Cu-Cu interaction over the
acceptor-Cu interactions so that the In-Cu fraction decreases. For comparison, Fig. 8 shows
the increase of the electrical resistivity measured at the identical sample used for PAC; the
same behavior of the resistivity is obtained at p-type Si wafers that were not implanted with
tIlln+ before. The increase in resistivity, which corresponds to the formation of passivating
acceptor-Cu pairs, nicely parallels the fraction of In-Cu pairs measured by PAC. It should be
noted that the high sensitivity of the PAC technique in this case relies mainly on the fact that
Cu precipitates are known to form close to the Si surface 37, just where the 1111n probe atoms
reside after implantation with 350 keV.

I:Fig. 9 shows the thermal stability of the In-Cu
W, B :B pairs following different treatments of the Si
'0I. Flo 8 0cm In-Cu 4 wafers9. Depending on the procedure employed
". the thermal stability varies by as much as 200 K
- 20 3 if one compares the dissociation after Cu+

implantation and after chemical polishing. Since
0 .0 R/ 2 in the case of the low energy implantation only

2.1014 Cu+ cm"2 are introduced into the near
Or t surface region whereas the polishing procedure

700 .....N-o "0 - is known of generating very high concentrations
TA K) of Cu atoms across the whole wafer the different

ligure &. Comparison of the fraction of In-Cu pairs observed stabilities seem to be caused by the
(left scale) and the electrical resistivity (right scale) differer t concentrations and depth distributions
measured at the same sample As a function of of the Cu atoms which lead to different
annealing temperature of Si. apparent stabilities of the In-Cu pair
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- because of the different retrapping
Si H 200eV C, probabilities. Taking the lowest observed

50.H polished
U) furnace stabiity the dissociation energy ED = 0.7 eV is

" 40 .173 K obtained which is in good agreement with
corresponding values reported by Zundel etL O" - al.35, 

20------ The identification of the X defect, induced by

| - *...polishing, with Cu atoms was in seemingly
%contradiction to he much too high diffusivity

0 500 of the X defect, determined by Zundel et al. at
250 K35, when compared with the diffusivity of

TA (K) Cu, determined by Hail and Racette around
l'igure 9. Thermal stability of In-Cu pairs in si 80U K39. The fact, however, that in both
observed under different sample conditions. exp[Lriments the acceptor concentrations
differed by 5 orders of magnitude along with the shown tendency of Cu atoms to form pairs
with acceptor atomb reconciled the two different results with each other and led to a
correction of the published diffusion energy of 0.43 eV for Cu in Si to the new value of 0.15
eV34. Thus, it is obvious from these examples that the use of thermodynamical parameters
can become problematic for proving or disproving the identity of a particular defect complex.

Table If. Pairing between the acceptors 11lIn/Cd or 11lmCd/Cd and interstitial metal atoms.

COMPLEX vQ(MHz) T(K) I1 <ijk> ED(eV) Ref.

silicon
In-Lil 172 78 0. <111> 1.0 2,17
In-Li2 260 78 0. <111> 1.0
In-Li3 323 78 0. <111> 1.0

In-Nal 170 78 0. 20
In-Na2 249 78 0.
In-Na3 274 78 0.

In-Cu 1 237 78 0. <111> 0.7 34
In.Cu2 334 78 0. <111> 0.7
In-Cu3 408 78 0 <111> 0.7

In-Fel 378 295 0 <311> <1.4 43 -9
In-re2 432 295 0.32 < 1.4
In-Fe3 473 295 0. <111> < 1.4

In-CrI 370 30 0. <111> < 1.5 43
In-Cr2 473 295 0. <111> < 1.5

In- 163 78 0. <111> 0.85 17,20
Lama
Cd-Li 86 295 0.86 20

Cd-U 90 295 0.85 20

Along with their hyperfine parameters, Table II lists the different complexes formed between
interstitial metallic impurities and the acceptors l1ln or lllmCd. Like in the case of pairing
with H, also here most of the observed pairs show axial symmetry with respect to a < 111>
lattice direction. Further, it turns out that in Si the In-Cu pairs4 behave much more similar to
the In-Li17,2 and In-Na pairs2 than to the In-H pairs, though always three EFGs characterize
the respective pairs. Since Li bound to an acceptor atom is known to reside at of close to the
tetrahedral interstitial site4° a near tetrahedral site is also assumed for Cu trapped by the
acceptor In. Such an assignment would be in agreement with calculations by Estreicher4l who
proposes the BC site for H, in agreement with van de Walle42, and the



1090 ICDS- 16

antibonding site close to the tetrahedral interstitial
Af site for Li and Cu when associated with the

ft Hacceptor B in Si (see Fig. 10). The dissociation
T ,, H ,, energies ED listed in Tables I and II can be

(20" '-thought off as the sum of the binding energy EB of

the ,-omplex and of the migration energy EM of
the interstitial impurity atom. Taking into account
that these complexes are coulombic bound the
estimate of Ea = 0.5 eV for the binding energy is
plausible. With this value good agreement with
corresponding migration energies reported in the

T U go 2literature is obtained6. In particular, for In-Cu the
Zvalue EM = 0.2 eV is obtained which agrees well

with the corrected diffusion energy for Cu in Si of
0.15 eV, mentioned above.

Of especial interest are the results by Reisl6hner
and Witthuhn43 who reported the formation of In-

Cu .Fe and In-Cr pairs which are also visible in ESR
C 2u experiments44,45. The fact, that for two by PAC

"C. ,, observed In-Fe pairs the symmetry axis of the

. IEFG is not along a < 111 > direction would be in
agreement with the < 100> orientation observed
by ESR for the In-Fe complexes. In addition,

.o oChantre and Kimmerling concluded from DLTS
Figure 10. Lowest energy configurations calculatedof acceptor-Fe
for pairing between the acceptor B (full circle) and
three different interstitial impurities in Si. Given pairs should be charge controlled leading to
are the bond length in 0.1 nm and the -degree" of bistability effects which might become observable
bonding (values in brackets). in future PAC experiments.

4. Intrinsic Defects

The identification of complexes formed between radioactive probe atoms and intrinsic defects
is much more complicated than of the complexes discussed above, in spite of the well defined,
unique EFGs which characterize each of the complexes listed in Table III. The reasons are:
The lack of reliable calculations of EFGs created by defect complexes in semiconductors and
the difficulty of creating a single type of intrinsic defect.

For the three In-defect complexes observed by PAC in Si2,47,4 , Fig. 11 shows their formation
probabilities as a function of annealing temperature TA. After implanting 350 keV 11i1,:
ions into n-type Si at 295 K, at 400 K the formation of In-Del is observed which reaches its
maximum just below 600 K and, at higher temperatures, is followed by a new complex, In-
De2, that is stable up to 1000 K. At the same time, the fraction of In atoms on unperturbed
lattice sites (crosses in Fig. 11) which is identified via its zero EFG steadily increases to 100 o
what indicates the incorporation of the implanted In atoms as electrically active dopants.
When the completely annealed sample was post-implanted with SiI or P+ ions at 100 K the
complex In-De3 was formed around 250 K; the formation of this complex is more pronounced
after irradiation with MeV electrons or protons. The behavior of the three
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----,- complexes as a function of annealing
Si P(7 11 1 temperature in Fig. 11 suggest a formation of

- successively larger defects at the In site. On
this basis, In-De3 has been assumed to
contain the smallest number of defects and
has been identified as a close In-vacancy pair

- -a-fl what is supported by its easy production
* --t-.- f2

-f3 through electrons and the measured <111>
orientation of the complex. Although a
convincing interpretation of the other two

.. J complexes is difficult to offer, the unique
, ,®0 40 ,** ,W ,,00 "W EFGs of all complexes prevent that they are

t I ll mixed up with the other complexes, which
Figure 11. Dependences of different Illln-defect e.g. are listed in Tables I and II. Thus, the
fractions on the annealing temperature which were two EFGs characterizing the hydrogen
created by ll1ln+ and P+ or Si+ implantation. Shown complexes In-H1 and In-H2 were originally
are isolated In atoms (fr) and the complexes In-Del to assigned to complexes formed between In
In-De3 (fl to f3). and an intrinsic defect49; on the basis of the

experiments shown in Fig. 1, however, this assignment could be corrected 6.

For Ge, the EFGs of two types of In-defect complexes are known.5°,51,52'53 .In-Del is locally
created through the recoil of a neutrino which originates from the p-decay of the isotope
I1ISn to 1111n and transfers a recoil energy of 29 eV to the Illin probe atom.50 As a
consequence, an isolated Frenkel pair can be created either with or in the next vicinity of the
1111n probe. The complex has been assigned to an In-vacancy pair created through the < 111 >
displacement of the In atom from its substitutional site.51'52 The corresponding EFG is
exclusively observed in p-type Ge. The complex In-De2 was created by electron irradiation51

and is similar in its properties to complex In-De3 in Si. Therefore, it has been also assigned to
a close In-vacancy pair oriented along a <i11> lattice direction5l. Since the EFG is
exclusively observed in n-type Ge it is assumed that both, In-Del and In-De2, represent an In-
vacancy pair which can occur in two different charge states depending on the position of the
Fermi level and, in turn, gives rise to the two different observed EFGs. - Also listed in Table
III are In-defect pairs found in several II-VI compounds. As discussed at this

Table III. Pairing between the dopant atom Illn/Cd and intrinsic lattice defects.

COMPLEX Yo(MHz) T (K) i1 <ijk> ED (eV) Ref.

Silicn
In-Del 28. 295 0. <111> 2.0 2,47
In-De2 142. 295 0.42 3.0 2,47
In-De3 451. 78 0. <111> 1.3 2, 48

enium
In-Del 54.0 78 0. <111> 1.3 50,51
In-De2 420. 78 0. <111> 1.1 50,52

In-V 81.5 295 0.16 54

In-VI 72.4 295 0.35 54,55
in-V2 78.7 295 0.21 54,55

In-V 60.0 295 0.10 54.56
57
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conference 54, the trapped defects are identified a the vacancy of the metallic (group I!)
sublattice, forming with the donor In so-called A centers in ZnS54, CdS54,55, and in

Whereas H and the metallic interstitial atoms in Si4always create three different EFGs at the site of
the probe 1Iln/Cd this is not the case for the
intrinsic defects in Si. In this respect, the intrinsic
defects behave similar the substitutional donor

atoms P, As, Sb, and Bi trapped by In acceptor
Figure 12. Microscopic models of (left) In-vacancy atoms; also their pairing is not characterized by
pairs In-De3 (Si) and In-De2 (Ge) and (right) In- three different EFGs"58. A second point to note is
hydrogen pairs In-H2 (Si) and In-H (Ge). the close similarity of the EFGs of the In-vacancy
emphasizing the defect induced relaxation of the defect and of the In-H complex in Si and in Ge.
acceptor atom In. Besides the identical symmetries and orientations

of the EFGs, in Si the corresponding coupling constants are 451 MHz (In-De3) and 480 MHz
(In-H1); in Ge they are still closer with 420 MHz (In-De2) and 436 MHz (In-H). Thus, for
Ge, where at 295 K the frequencies of both defect complexes are identical within 2 MHz
these similarities led to some temporary confusion which only through PAC experiments
under varying sample conditions were resolved 59,17. In addition to the similar EFGs, which
arise from locally similar electric charge distributions about the probe atom, also the observed
thermal stabilities of the In-H and the In-vacancy pair are almost identical for each
semiconductor. An explanation might be that a H atom and a vacancy exert a similar effect on
the neighboring acceptor atom (see Fig. 12): The H atom trapped at the bond center site just
saturates one covalent bond of the neighboring Si or Ge atom thereby leaving the In acceptor
only threefold coordinated42,22; similarly, the trapped vacancy leaves the acceptor threefold
coordinated because of the missing lattice atom. The resulting relaxation and the threefold
coordination of the acceptor atom occurring for both the trapped H or vacancy seem to be
responsible for the very similar EFGs and dissociation energies of these two types of
complexes in Si and in Ge. - Of course, there are many results on intrinsic defects in
semiconductors obtained by M6ssbauer spectroscopy6°,3 which have not been discussed at this
place.

S. Dynamic Effects

Whenever changes in the local geometrical or electronic structure of the probe atom occur
during the lifetime of the isomeric state of the daughter nucleus which is in the range of 100
ns the rate of change of these dynamic effects can be determined.

*Diffusion processes can represent one possible reason for such a dynamic process as shown
for Fe in Si where in-beam Mossbauer spectroscopy succeeded in determining the diffusion of
interstitial Fei atoms between 500 K and 700 K.' In these experiments, the 140 ns isomeric
state of the daughter nucleus "7Fe is populated by Coulomb excitation instead of by the f:-
decay of the parent 57Co nucleus and the excited 57Fe ion is recoil implanted into n-Si. In this
way, which requires the use of a heavy ion-accelerator but manages with concentrations of
1015 Fe cm"3 the problem of the low solubility of Fe in Si has been taken into account.

The Fei atoms are characterized by the isomer shift IS = -0.84 mm/s and the corresponding
resonance line is visible in the right part of the first spectrum shown in Fig. 13, which is
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FIre 13. Mossbaucr specra recorded at temperatures bc~twen Flure 14. Diffusion coeffiients of Fe in Si.
300) K and 680 K using Coulomb excited 5°/Fe that is implanted into Squares: data extracted from the
Si. M aur resnanc line at IS -0.84

amns; ircle: data from the literature.

recorded at a sample temperature of 300 K. With increasing temperature this resonance line
starts to broaden what is a manifestation of the onset of diffusion of the Fei atoms on the time
scale of the observing nuclear probe atom. The line broadening AF is connected to the
diffusion coefficient D via AI" = 12. fiD" !2 where I is the elementary jump length. Taking I
- 0.235 nm, the distance between two neighboring tetrahedral interstitial sites, and assuming
the Arrhenius law D = DO exp(-Ea/kTI) for the temperature dependence of the diffusion
coefficient the diffusion data plotted in Fig. 14 (sqluares) can be extracted from the M6ssbauer
spectra. The fact that the new data lie on the interpolating line that connects the already
known low- and high-temperature diffusions data for Fe in Si (circles) justifies this
interpolation proposed by Weber36 and shows the same mechanism to govern the diffusion of
Fe1 atoms between 300 K and 1500 K. - Local diffusion of Cu62 and H63 atoms about the

probe atom "in/Cd in Si was observed by PAC.
/. v0~icd-ll Again, the corresponding dynamics that is

associated with fluctuating EFGs characterizing the
" lIn-Cu or In-H pairs becomes observable as soon as

50} v0a, Cd-Hi" the time for a single reorientation of the ntdCu;
so0 1 "" ICd4-lr or "'Cd-H pair becomes comparable to the nuclear/ lifetime of the probe's daughter nucleus "nCd.

i" An example where the respective EFGs
. characterizing a probe atom-defect pair depend onthe electrical properties of the semiondutor is --

00- iCt-HI shown for 11t1n/Cd-H ,:its in Si which, as

o' !., , '  mentioned above, are characterized by. three
oct.q cg=cn'l! different EFGs. In Fig. 15. the value of thee i l measured EFG or the coupling constant is shown

Figure 13. ThauF splejcd-H pairs in r d tO depend on both the concentration of electrically

(cxressed by their cupling otants " ) asa active acceptors cB and the temperature TM of therunctipn of the llctrrcal, y active B c-Si sample. The data show that two of the three
concentration c0 and sample tcmraturc TM.f In0 a. Iist in t ab i , actully

Nate, thc coupling constats uPl/., t i0 anu|F I-Iad nH itdi abei culystrt torrespond to in-HI. niH3. and hi-a2 f represent two different charge states of the same
Table I. rhpetibv ing "nIn/cd-H pair. When the Fermi level is close to

spcta ;,-,iiii I Ilnil ie fact thatte ne dat i l ie n the inepltn lietatcnecste led
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the valence band in p-type Si, i.e. at high c. ot low TM, the corresponding EFG observed at
the daughter nucleus l11Cd is "OI/O (In-H3) and its value is determined by the neatral
complex (Cd-H)0 - note that Cd forms a double acceptor in Si. If cB is decreased or T, is
increased the Fermi level moves towards the center of the band gap and the negative (Cd-H)-
charge state is observed characterized by Y(,/ (In-H3). In between, the coupling constant is
described by Y(O, = w- PO/ + (l-w). where w is the probability for the Population of
the negatively charged state which is determined by the position and sharpness of the Fermi
distribution. When in the intermediate region of cB and TA the charge fluctuation happens
within the nuclear time window relaxation effects are observable in the PAC spectra. A
similar effect is reported to occur for pairs in Si formed between the probe "'In/Cd and
substitutional donor atoms, like P or As."

Independent of the coupling constant P()t whose actual value is controlled by the charge state
of the Cd-H complex the presence of the third EFG, characterized by YO2 (In-H2 in Table I),
shows that a second type of t 1tln/Cd-H pair exists which was assigned to a structurally
different configuration of Cd-H. The population of P(,2 is qualitatively represented by the size
of the closed triangles in Fig. 15. This state is observed at low acceptor concentrations c. and
temperatures TM and its population competes with that of o Here, a structural transition,
probably already taking place at the It tIn-H complex and marked by Y t and P(Q, occurs
when the hole concentration in the region of the probe atom decreases. This interpretation
has been confirmed by additional PAC experiments that were performed in the space charge
region of a Ti/Si Schottky contact which allows to control the hole concentration without a
change of dopant concentration or temperature of the sample.23

6. Cocluding Remarks

The presented examples should have demonstrated how a chemical identification of defects in
semiconductors is possible if radioactive probe atoms are used that are suited for PAC or
M6ssbauer experiments. It should be pointed out that radioactive atoms are also used in
combination with other techniques which, in part, are represented in this conference. Among
them, there are two techniques which should be mentioned: The use of radioactive atoms
allows to perform lattice location experiments via the blocking/channeling effect for charged
particles at much lower defect concentrations than it is possible in conventional ion
channeling experiments.P This possibility meets a requirement that is of importance in many
defect studies in semiconductors. Second, the measurement of DLTS at samples doped with
radioactive instead of with stable impurities allows to combine the high electrical sensitivity of
DLTS with the possibility of a chemical identification of the observed electronic levels.' 79"

The intensity of the DLTS signal that is related to the radioactive impurity atoms will decay or
grow according to the nuclear lifetime of the respective impurity atom.

In summary, nuclear techniques will rarely be suited for systematic studies of defects in
semiconductors because of their special requirements; rather, they are a tool for exemplary
investigations in prudently selected systems whose results can be transferred to similar
systems. as well. If applicable, nuclear techniques deliver information on defects that are
often, if at all, difficult to obtain by other techniques.
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ABSTRACT

Deep level transient spectroscopy (DLTS) is used to sensitivzly probe deep centres con-
taining one or more radioactive isotopes. The number of the particular probe atoms that
participate in the centres observed is determined from the decay and formation laws of the
corresponding defect concentrations. The method is applied to silicon samples implanted
with radioactive 111In*; one of the samples is further doped with iron by means of diffusion.
The indium ions decay into stable cadmium ions with mean lifetime "t of 4.08 d. We have
identified a series of Cd-related centres whose concentrations exponentially increase with
-c. The growth of Cd-related centres considerable deviates from the expected growth laws
in samples that contain interstitial iron atoms (Fei). The deviations are due to slowly dif-
fusing Fei atoms which form CdFe pairs; the level observed at Ev+485 meV is attributed
to these pairs.

1. Introduction

The application of deep level transient spectroscopy (DLTS) to defect centres that contain
radioactive isotopes combines the advantage of high sensitivity to low concentrations with
the opportunity also to identify the chemical nature and number of particular probe atoms
that make up the observed centres [1,2,3]. The transmutation of unstable parent nuclei into
their stable daughter isotopes leads to a decrease or increase of specific defect centres. If
these centres are observable in the DLTS spectra, an analysis of their peak heights (cor-
responding to their defect concentrations), determined at various decay times, clearly
reveals the number of parent or daughter nuclei that are incorporated.

In this paper, we give the different decay and formation laws for centres containing one or
two radioactive nuclei and demonstrate the schemes for silicon samples that are implanted
with radioactive 1111n* ions. lllln* decays into stable i 11Cd with a mean lifetime -t of
4.08d. In addition, we have diffused iron into one lllln*-implanted Si sample. The
advantage of our scheme is that all the incorporated impurities can be detected by DLTS
and that the value of the In mean lifetime allows the observation of defect concentrations
in a wide range within a reasonable period. We have identified the singly and doubly charged
state of the Cd double acceptor, two Cd-related complexes containing one Cd atom each
and, finally, a donor-like complex that is attributed to CdFe pairs.

2. Deep level transient spectroscopy by means of radioactive impurities (DLTS-RI)

The DLTS-RI method is based on the observation of electrically active defectswhich contain
one or more radioactive nuclei. The radioactive parent nuclei decay into stable daughter
isotopes according to the mean lifetime -. This transmutation may be accompanied by a
decrease or an increase of a certain number of electrically active defects. Their concen-
trations are monitored by DLTS as a function of the decay time. Fitting the DLTS data with



1098 ICDS-16

the growth laws appropriate for one or two probe atoms, we are able to determine the size
of the complex. In the following, we show the decay and formation laws for defect centres
containing one or two radioactive isotopes.

a) Defect containing one b) Defect containing two
radioactive isotope (A+X*) radioactive isotopes (B+X:)+X:)

0.9 N, (t)+ N2 (t) 0.9 N3(t)+ N4(t) + NS(t)
S0.80.

3: rdloactlve defect (B+Xl +X)
_0o6 . radioactive defect (A+X) 2 0.6 ewjt conontration N"t)~,0.5 with concentratIon N1 (t) 2 0.5 e/ 4: internmediote deteto

oi 0.4 1 , i tabl e n dec +S) i= 0.4 "^iVX\ ' ,, ( .+x: +, .),,g 0.3 with concentraton N2(t) § 0.3 wiA \ 'thv c ,nctai ( t),N(, )
U Uit _0.1 0.1 with conentatin, tt

o 
eo .

0 1 2 3 4 5 6 7 8 9 10 0 1 2 3 4 5 6 7 8 9 10
norm. decay time t/'r norm. decay time t/'r

Fig. 1. The calculated curves show the normalized defect concentration N , (t) / N 1/3 (0)
vs. normalized decaytime t/t. NI(o) andN3(o) are the starting concentrations of radioactive
defects at decay time t=0, -c is the mean lifetime of the parent isotope, and the subscript v
runs from 1 to 5. Curves 1,2,3,4 and 5 are calculated with Eq. (1), (2), (3), (4), and (5),
respectively.

The curves in Fig. la are calculated for the case that only one probe atom X* participates
in the defect centre; generally, this centre may also contain an additional stable partner A.
The decay of defect (A+X*) according to

(A+ X*) - (A+ S)
is given by an exponential law

NI(t)/N,(o)= exp(-t/t) (1)
where S is the stable daughter nucleus.
The increase of the stable defect (A+S) is described by

N 2 (t) - N I(o)[ 1 -exp(-t/t)] (2)
Fig. lb considers the case that two probe atoms Xi, X*s and possibly A further stable
partner B form a defect complex. Xi and X*s are chemically identical. The subscripts i
and s indicate that they may differ in any of their physical properties, e.g. may reside on
crystallographically inequivalent lattice sites. The stable complex (B + Si + Ss) is formed
via the intermediate states (B + Si + X*s) and (B + X*i + Ss)as indicated in the following
decay scheme

" /22(B+ X. + X:) -, (B+ S,+ X:)+(B+ X:+ S,) -2 (8 +S,+ S,)
Taking into account that the radioactive decay of the two probe atoms is statistically
independent and assuming that the intermediate states are not distinguishable, the fore-
going decay scheme is governed by the following decay and formation equations which are
represented in Fig. lb (see curves 3,4, and 5).

N 3(t) = N 3 (o ) e-2t/, (3)

[N 4(t)+ N '(t)] = N 3(o) 2e"( I -e "') (4)

N(t) N 3 (o)( 1 -e-'/ )2 (5)
In the present paper, the DLTS-RI method is used to investigate defects in silicon which
are introduced by implantation of radioactive 11 In*.This isotope decays into stable 111Cd
with a mean lifetime -t of 4.08d.

4.08d

lllln*+e" - 111Cd+yI+y 2 +*Ve (6)
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OLTS Si13."' n *(Cd) C -'

Cd1 decay time t: N t=m
t~, -2.2nf samp 9 h odcytiet

02Cd(El1) :.. ...... t - 735 h...... 4

-J _

o 0
0 100 200 300 400 K 0 100 200 300 K

a)temperature T b) temperature T

Fig.2. DLTS spectra of lllln*implanted Si samples taken at various decay times. a)
B-doped sample No. 1, b) P-doped sample No. 3

where e- is the captured electron andy 1~y, and v ~are the two emittedyvquanta and the
emitted neutrino, respectively.
Both In and Cd form deep acceptors in silicon which can be probed by DLTS. The system
Si:n has been thoroughly investigated [4] whereas the data published on the Cd acceptor
in Si provide an ambiguous view (see [31).

3. Experimental

For this investigation, we employ Cz-grown n- and p-type Si wafers supplied by Wacker
Chernitronic. The data relating tc the starting material and the processing steps are sum-
marized in Table 1. The implanted 1111n* dose is judged to have an uncertainty of * 50%.
Gold/titanium Schottky contacts (0=0O.7 mm) are fabricated on the front side of the n/p-type
Si samples; large area ohmic contacts (Al) are evaporated on the backside. The Fe diffusion
is carried out in an evacuated quartz ampule. The DLTS equipment used is described in
Ref. [5].

Table I.Data of the starting Si material and of the processing
parameters of the investigated samples

Sample No. Material Processing parameters

I Cz-Si(B), <111>
[BJ=6*10 1 6cm- 3  implantation:lllln*

energy: 400keV
2 CZ-Si(Al) <1ll> done: .1011CM-2

[Al J=80 1 6 cm-3  subsequent annealing:
T=1000*C/tw90 min.

[PJ'3101)6cir
3

C z.Si(B),.lll> impiantation:lllln*
(B]=610 1 6 cm-3  energy: 400keV

4 dose: lO'1cm-2

subsequent annealing combined
with Fe-diffusion:
Ts102O C/T-30min
rapidly cooled down

second annealing after 400h;
_____________T=10OC/T=6Omin.
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samplNod1 x 1'n ( cm
150 15 15 s p o.

100 o10c
oo

101 one iLdlooctive nucleus nuluSone radioactive nucleus

o two ra i a tv nucle .. " tto radioactive nuclei

0 0

0 250 500 750 h 0 100 200 300 400 500 600 h

a) decay time t b) decoy time t

Fig.3. Concentration of stable defects vs. decay time of the 1111n* parent atoms. The solid
curves are least-squares fits of Eq.(2) to the experimental data (crosses, circles). A time
constant of (95*5)h is obtained from all three fits. The da.hed curves are calculated with
Eq. (5) using the same values of the saturation concentration and mean lifetime as for the
calc,!ation of the solid curves. a) B-doped sample No.1, b) P-doped sample No. 3.

4. DLTS results for 1111n*-imnplanted samples

Figs. 2a, b show DLTS spectra of the B-doped sample No. 1 and the P-doped sample No.3
which were both subjected to an lllIn* implantation of comparable dose. The spectra are
taken at various decay times, whereby the zero point ofi'e indium decay time is set at the
end of the annealing process since the heat treatment at around 1000C results in an out-
diffusion of those Cd atoms that have already been produced. The DLTS spectra of the
B-doped sample (see Fig. 2a) display three peaks. The peak at approx. 70K decreases with
increasing decay time; it is attributed to the substitutional In acceptor (for detailed dis-
cussion, see (3,4]). The Cd(1) peak atT=78Koverlaps the In peak on the higAi temperature
side and a third peak (CdO/") is observed at T=200K. The Cd(B1) and Cd0 /- peak heights
increase with increasing decay time. The DLTS spectrum of the Al-doped sample No. 2
(notshown) alsodisplays the In and Cd"/-level and athird peakatT=78K, termedCd(All),
that corresponds to Cd(B1) in the B-doped sample No.1. TIje DLTS spectrum of the
P.doped sample No.3 (see Fig. 2b) shows one sharp peak (Cd"/L-) at T=240K that strongly
increases with the decay time,

Table II.DLTS results for 111In*-implanted samplez No. 1,2,3
and for the lllIn*-implanted and Fe-diffused sample
No. 4

Defect Sample Mean Mean Energy level Capture
centre No. peak electric cross

tempera- field Ea[meV] Eb[meV] section
ture <T> <F> cra

[K] 105 [cm2]
IV/c]

Cd0 / -  1,4 216 7,5 Ev+455c F.v+510c 4.10-15

Cd-/ 2 - 3 240 5.5 Ec-430 Ec-470 5.10 -16

Cd(Bl) 1,4 78 8,0 Ev+190c Ev+210c 710-14

Cd(All) 2 78 8,5 Ev+195c F.+215c 4.10-14

CdFe J4 260 0,5 Ey+ 485  Ev+530 1-10-14

aEvaluated for temperature-independent capture cross-section

=const.
bEvaluated for temperature-dependent capture ross-section
o=T- 2
CCorrected for the Poole-Frenkel effect at <F> given in
column 4 (see (3))
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pF cm- .....

pIn ): "ln*(Cd)+Fe 16 In/

I sample No. 4 X 1016 C/dIn -Cd

1 0.6 C 0 sml
!decay time: ~~de1Si(8): "'I n* (Cd)+Fe

Lo 300 hh "ddde0.4.

i' ht-
m"0"2 ' 9 h .67 hif''; 1-", ;=t=2 ms/ -'" 9 c/-:

t i ' '2 t =4ms

-J 00 10 2 0 0* Cd- Cd (Be. .. . . . . . . . . . . 0

0300 400 K 0 100 200 300 400 500

) temperature T b) decay time

Fig. 4.a) DLTS spectra of the 11In*implanted and Fe-diffused Si sample No.4 taken at
various decay times. b) Concentration of stable defects v. decay time; the concentrations

, are determined from the corresponding peak heights in Fig4a). The solid curve is a fit of
) Eq.(1) to the measured 111lIn* concentrations. Th~e dotted curve is calculated with Eq.(2)-
" using Nl(o)= 1.45.10 16cm-3 and =98h. The full circles are measured after a decay time

of 400h and a second anneal was performed at 100°C for 60 rn.

Ionization energies and capture cross sections of the observed centres are derived
from an A henius plot In (op/e / lp sb) vs. T 1, where mp/e is the hole/electron emission time

constant. -
Since e temperaturhe depndn p eT) is unknown for these centres, we define a range
in which the ionization energies are likely to be; we do this by assuming two possible cases:

a=const and a "T.2 (see Table II, column 5). In order to obtain the zero-field ionization
energies, the emission time constants -rD/e (T) (available from the DLTS measurements)

have to be corrected for the Poole-frenkel effect [3,6] that takes into account the

0 enhancement of the emission rate from an attractive coulomb center in the presence of a
high electric field. The resulting eneri levels and capture cross sections are summarized
inTable.Ii( column 5 and 6).
In Figs. 3a,b, the defect, concentrations of centres, Cd/, Cd(.), and Cd'/ determined

from the DLTS peak heights are depied as funcion of the indium decay time (see crosses

and circles). The solid curves are least squares fits of Eq. (2) to the er -iental data. N(o)

is given by the saturation concentrations of the various centres at decay times >600h. All
three solid curves result in the same time constant t= (95-,-5)h; this value agrees within the

error bar with the value of the mean lifetime of the 111In* probe atoms (tc=98h). The same

nvalue oft is obtained for the formation of the Cd(Ai) concentrations. The areement of

ithe two time constants clearly demonstrates that one Cd atom is incorporated in each of
the centres (Cd° /, Cd"/2 - Cd(B1), Cd(All)). For comparison, we have calculated the defect

formation assuming that two probe atoms are inconporated in each centre (see dasheds

curves in Figs. 3a,b). The calculation is based on Eq.(5) us ing the same parameters as for
the solid curves. The dashed curves deviate appreciably from the experimental data;
moreover, n intermediate state given by Eq. 4o) cannot be observed. The following

hexperimental results strongly supportthe supposition that the CdO/. and Cd leves beong

erto the singly and doubly charged stat i of t isolated Cd double acceptor: = .

(1) from the fit (Eq.(2)) to the CdO'/Cd'-" concentations, it is known that these centres
t contain one Cd atom each,
(2) the measured concentrations (-lO 16 cm 3) are the same for both centres (at same

c implantation dose), u
(3) the analysis of the Poole-Frenkel effect results in acceptor-like states and predict the

charge states of- and -/2- for the two levels.

We propose that the isolated Cd double acceptor generated by transmutation of radioactive

In atoms resides on a lattice site like the In acceptor itself i4]. The maximum energy of 1eV

that can be transferred during the llln* decay (Eq(63)) is much smaller than the dis-

placement energy of approx. 20eV necessary to kick a Si atom out of its lattice site. At the
j s • a -2 for th t l s
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present time, it is not clear whether centres Cd(B1) and Cd(All) are identical or consist of
different partners. Both "entres contain one Cd atom. They act as acceptors and their
ionization energies are equal within our error bar of * 10 meV.

5. DLTS results for the lllln*impanLed and Fe-diffused sample

DLTS spectra of sample No.4 are shown in Fig.4a; the spectra are taken at various In decay
times. Thel 1 lIn* level at T= 70K rapidly decreases with decay time. At short times (t= 9h),
a broad peak around 1.80K appears in the DLTS spectrum. Aftqr a decay time of 67h,
primarily two levels grow out of Ehe broad peak, namely the CdO?- and a so far unknown
ievel that is attributed to a CdFe complex (A Ei- 507 meV); its electrical behavior is
donor-like. The CdFe complex becomes dominant in the DLTS spectrum with increasing
decay time. Fig. 4b depicts the measured defect ;oncentrations as a function of the decay
time. The 111In* level decays exponentially shown by the DLTS data (crosses) and by the
solid curve calculated with Eq.(1) (parameters: N I(o) = 1 .4S 1016cm' 3 

.C - 98h). By
contrast to sample No.1, the CdO/" level (open circles) does not show the expected expo-
nential increase that is indicated by the dotted curve also labelled CdO/; the Cd(B1) level
is not at all observed. Instead the CdFe level appears with slowly increasing concentration.
It is assumed, that interstitial Fe atoms slowly diffuse in the Si lattice at room temperature
and form pairs with isolated Cd atoms; similar pairing has already been reported for
acceptors of the third cqlumn of the periodic table [7]. The full circles in Fig. 4b denote
Cd-related defects (CdO/", Cd(B1), and CdFe) that are generated after a decay time of 400h
and by a second apnealing step. This heat treatment leads to a redistribution of Cd-related
defects. The CdO/- and Cd(B1) level now reach values comparable to those of sample No.
1 and the concentration of the CdFe level is strongly reduced.

6. Summary

Deep level transient spectroscopy using radioactive impurities (DLTS-RI) is a defect
specific analysis method; it provides high sensitivity to low concentrations and additionally
gives the opportunity to identify the chemical nature and number of particular probe atoms
that participate in the observed defect centre The DLTS-RI method is demonstrated for

llln*~mp~nte Sisamles Wehav idntiiedthesinlyand doubly charged state of the
isoate Cddoule ccetor an tw Cdreltedcomlexs Cd(B1)/Cd(Al1) that contain
one d aom ach. l~ln*~mplatedandFe-dffued i sample reveals that the growth
kintic o stbledaghtr dfets ay igifianty evitefrom the expected growth laws

if additional reactions - like the slow diffusion of interstitial Fe - proceeds in parallel with
the radioactive decay.
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ABSTRACT

The deep level transient spectroscopy technique has been applied to
silicon doped with radioactive isotopes of the elements Au, Pt, Ir,
and Os. The disappearance or appearance of features in the spectra,
when the incorporated radioactive atoms transmute, identifies

unambigously an impurity involved in the observed centers. A
possible generalization of the method is discussed.

1. Introduction

The identification of defects giving rise to band gap levels is a
major problem in semiconductor physics. The introduction of Deep
Level Transient Spectroscopy ( DLTS ) led to drastically improved
sensitivities for detecting such states [1], but did not solve the
problem of identifying the constituents of the observed centres.
Here it is demonstrated that in some cases this problem can be
solved by combining the DLTS technique with the use of radioactive
dopants. The cases of Au, Pt, Ir, and Os were chosen since there is
considerable fundamental as well as applied interest in the 5d
elements as intentional as well as unintentional dopants in
silicon. Furthermore, strong and very clean ion beams of the Hg
mother isotopes could be obtained at the ISOLDE on-line mass
separator at CERN (2].

We argue at the end of the paper that the method can be
generalized to solve other identification problems by combining the
use of radioisotopes with other sensitive semiconductor techniques,
like e.g. EPR and photoluminescence.

2. Hxperizental results and disaussion.

Radioactive 195Hg, 193Hg, and 189Hg isotopes were produced as
spallation products from irradiations of a molten lead target with
600 MeV protons. The isotopes are delivered from the ISOLDE isotope
separator [2] as mass-analyzed 60 kev ion beams with a fluence of
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roughly 109 ions/s. The ions were implanted into standard n- and p-
type float zone <100> Si ( from Wacker Chemitronic ) with a
resistivity of 0.5 - 1.0 n cm. It is of crucial importance to the
feasability of the experiment that the radioactive beams were not
contaminated with stable isotopes of the elements investigated. The
samples were annealed at temperatures between 1050 and 1300 K to
remove the radiation damage and diffuse the implanted isotopes into
the substrate. Au,Pt, or Ti films were evaporated on to the surface
of the samples to produce Schottky barriers. The DLTS measurements
were performed with a commercial instrument ( Semitrap ).

The decay sequences for the three radioactive isotopes are as
follows:

10 h 183 d19 5Hg - 195Au 195

4 h 17.5 h 50 yr
193Hg - 1 9 3Au 193pt 1 9 3 ir

8 m 29 m 10.9 h 13 d189Hg -89 189pt -
189ir . 189os

Fig.1 shows a temperature scan of a 189 1r diffused n-Si sample.
The spectrum is dominated by two peaks of equal intensities. The
low temperature peak has an activation energy of 0.27 eV and a
majority capture cross section of 2.6 10 - 14 cm2.

01

0

~-1 00
-2,

.3

To0  120 00 2k70 ~000 10 2b 3b 40o so

Fig.l. DLTS temperature scan Fig.2. Time evolution of the
from a 189Ir containing n-Si .27 eV (0) and the .50 eV (+)
sample. The repetition fre- peak intensities. The results
quency was 250 Hz. are normalized to the time zero

value of the .50 eV peak.
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The high temperature peak has an activation energy of 0.51 eV and
a cross section of 6.7 10I1 cm2. As the 1891r isotopes transmute
into 90s isotopes, the intensities of the two main peaks in Fig.l
disappear, but no new features appear in the spectrum. The
disappearance of the two peaks as a function of time is shown in
Fig.2. The decay constant closely matches that of the radiactive
decay of 1891r.
The results demonstrate unambigously that Ir is involved in the
centre(s) giving rise to these signals. The fact, that the intensi-
ties of the two components - although varying in different samples
and diodes by orders of magnitude - were always equal, is a strong
indication that they originate from the same center. They might be
the signature of two charge states of the substitutional Ir
impurity. We shall return to this point shortly. The fact that no
new features show up in the spectra, when the -89Ir isotopes decay
into 1890s strongly suggests that Os in this lattice position does
not produce any levels, which act as electron traps, in the
"visible" part of the upper half of the band gap of Si ( the
"visible" part being roughly Ec - .1 to Ec - .6 eV ). We intend to
extend the search to the other half of the band gap in a future
experiment.

Fig. 3. DLTS scans of a 19SAu
containing sample measured
at a time interval of one ______

year. The repetition fre- (b)
quncy was 250 Hz. Z

100 150 250 300
TEMPERATURE (K)
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Previously, a brief report of the results of our first
experiments concerned with Si doped with 195Au and 193pt has been
published [3]. Here an example will be shown, and the results will
be very briefly reviewed.

Fig.3 shows two temperature scans of a n-Si sample doped with
195Au, measured at a time interval of one year ( corresponding to
two halflives of 195Au ). The spectra contain two main peaks, of
which the high temperature one disappears, when 195Au decays to
195Pt, and the low temperature peak grows in accordingly - in a one-
to-one correspondance. The two peaks have activation energies of
0.55 eV and 0.22 eV, respectively. The measurements demonstrate
unambigously that Au is involved in the center giving rise to the
0.55 eV level and that this center - when a Pt atom has replaced
the Au atom - gives rise to the 0.22 eV level.

Detailed measurements have shown [33 that the four levels
normally assigned to Au and Pt in n- and p-Si [4] indeed contain Au
and Pt, respectively. Furthermore, the measurements strongly
suggest that all four levels arise from the same center, which in
the case of Pt is known to be a distorted substitutional site (5].
The results thus suggest that the "well-known" Au levels (63 also
originate from isolated, substitutional atoms, since the nuclear
transmutation is unlikely to lead to a site change of the daughter
atom. It should be stressed that the nuclear decays do not impart
sufficient energy ( E < 1 eV ) to reimplant the daughter isotopes,
but do, on the other hand, permit electronic rearrangements and
eventually distortions.

The results obtained for Ir does not allow a definite
identification of the center giving rise to the signals observed.
However, by looking at the decay chain of 189Hg it is clear that in
a future experiment the annealing could be carried out before the
decay of 189pt, thus exploiting that the lattice position of Pt is
known. It is even straightforward to do mixed implantations where
one or more isotopes serve as "guards" and built-in calibrations.

Quite generally, the availability at ISOLDE of many isotopes
of one element, decaying in one or more generations through other
elements, allow sophisticated identifications of deep levels
induced by several elements, if only the behaviour of one element
in the decay chain ( like here Pt ) is well understood. We intend
to exploit this to study the deep levels induced by a series of 3d,
4d, and 5d impurities in Si, Ge, and SiGe alloys in the future.

In a second generation of experiments, studies of the
complexing behaviour of impurities in semiconductors can be
envisaged by making mixed implantations of more than one radioac-
tive isotope.

Several types of identification problems in semiconductor
physics can in our opinion be solved by using radioisotopes in
conjunction with sensitive techniques, which do not require a large
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number of centers to obtain a signal, like e.g. DLTS, EPR, and
photoluminescence. Radioisotopes of suitable half lives ( days to a
year ) are reacaily available for some thirty elements, and can be
made available for for at least twenty more elements, covering all
groups of the periodic system.

This work was supported by the Danish Accelerator Council and
by the Danish Natural Science Research Council.
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ABSTRACT

Mcnoenergetic neutrino-recoil atoms which originate from electron-capture de-
cays can be used as primary knock-on atoms for the production of isolated single
Frenkel pairs in semiconductors. This production proess combined with er-
turbed angular correlations of y-rsys (PAC) gives a microsopic expeimetal ac-
cess to Frenkel pairs from the standpoint of whe primary knock-on atomn in other-
wise undamaged material. Experiments on geimaniumi and rn-v semiconductors
are reporean the role of comlmntr dect-trappn xeiet fe e
fect production by electron irradiation is described. ~ ~ fe e

I . Introduction

Perturbed angular correlations of y-rays (PAC) has in reetyears beoean un-
portent tool to study defects in materials, in particular in metals.I Un iqe- eatures
of the technaque are high sensitivity (radioactive detection) and the capability of
obtaining structure informtion on an atomic scale. In semiconductors the charge
state of the PAC probe atoms will strongly influence the measured electric field
gradient which renders the techniques simultaneously sensitive to structural and
electronic properties. In a 'sandard' PAC expieriment the probe atom detects de-
fects bys ahernally activated trapping proess. This tra~n prcs involves mi-
gration of defects and requires an attrective potential beween prabe end defect
which in semiconductors may be supplied by either elastic or Coulombic interac-
tion or both. A general overview on P AC in semiconductors is given by Wichert at
this conferenceil).

We have recently introduced a technique which yields a strictly microscopic Pic-
ture of Frenkel pair production and thermal behavior [2,3J. Instead of taking the
'standard' PAC pobe IIHim as parent activity the radioactive precursor I IISn is
used. II ISn decays toi I u n via electron capture thereby emitting a neutrino with
an energy of 2.5 MeV. This neutrino emission imparts the tiny recoil energy of 29
eV to the resulting I IIl which in this way in addition to its function as probe
atom becomes the primary knock-on atom (P1(A) in defect production. The low re-
coil energy of 29 eV is just above threshold for Frenkel pair formation in moby so-
lids and one expects proiduction of single Frenkel pairs with both Frke parner
in close vicinity to the prob atom. in this sense we have a truly local eprMental
techniu which should give insight into the Frankel pair poduction poesand
the thra behavior of closely spaced vacancies and interstitials. Inbmtion
concerning type end structure of a defect may be obtainable from the low energy
collision process in a solid end can be combined with information frm trapping
experiments.

2. Experimental Realization

The neutrino reciia technique starts with the parent activity I 11n. The decay
"I Sn to I I'In via electron capture gives.& recol energy X=QIMc2=2eV to
the hI' I PAC probe, where Q/02=2.5 MeVict is the mass difference between
I I Sn end I 1n and U is the mansof'I InlaThe 01rrepoimdiagnucleardeeysbe-
me is shown in fig. 1. 1112% is produced byea heavy-ion induced nuclear reaction
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and deeply implanted (pmn range) into any desired material. After implantation all
radiation damage is completely annealed before the neutrino recoil process occurs.
The deep implantation is favorable for annealing procedures on the one hs.-d and
on the other hand allows work with low probe concentrations which can be kept
below 1014 cm-3. Thus investigations of semiconductors with doping levels above
1015 cm-3 can be performed without significantly altering the Fermi level by the
probe atom incorporation.

The short half life of II ISn (T =35min) followed by the long half-life of the 'stan-
dard' activity I I Un imposes a special experimental schedule which is described in
[3].

(35min)
111Sn

3

Oj

Lu

1 (2.8d)
, $ "'In

Y1 (85ns)

111Cd

Fig. 1: Simplified decay scheme of I I ISn which is produced and implanted by the
nuclear reaction 93Nb(22Ne, p3n) Il lSn. The neutrino recoil occurs in the
EC decay of I I 1Sn to I In.,

3. Experimental Results and Discussion

3.1 Experiments in Germanium

A large variety of PAC experiments have been performed to study intrinsic defects
in Germanium. These include studies with the neutrino recoil technique, trapping
experiments after electron irradiation and studies of the correlated damage after
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probe atom implantation. Some preliminary results have been published [4,5 and
a publication drawing conclusions from all experiments is presently being pre-
pared [6].

3.1.1 Experiments in p-Germanium

The material used was doped with 6x10 17 Ga cm-3.The PAC probe concentration
obtained from heavy-ion recoil implantation was below 1014 cm- 3 , thus no shift of
the Fermi level is expected. Results of the neutrino recoil process are shown in fig.
2. The spectrum measured at 4 K immediately following the recoil process consists
of two fractions: fraction (1) with about 12% of the probes is decorated with a defect
characterized by the quadrapole interaction frequency vQ=e 2Qq/h=54 MHz
(i =0); a second fraction (2) displays a spectrum which is characterized by a fre-
quency distribution, which, however, is strongly temperature dependent and
changes reversibly with temperature. A control experiment was performed with
111In instead of 1 1Sn which shows that fraction (1) with vQ =54 MHz is due to the
neutrino recoil process. This defect signal vanishes irreversibly at T>200 K and
can thus uniquely be ascribed to an intrinsic defect.

In addition to these recoil experiments trapping experiments were also performed.
For this purpose the samples were doped with It Iun as described above, furnace
annealed and then irradiated with 2x10 16 cm-2 electrons at 1.1 MeV energy. Irra-
diation temperature was 77 K. Fig. 3 shows the result. Immediately after irradia-
tion no defect can be detected, for > 250 K, however, the defect vo = 54 MHz, al-
ready knnwn from the recoil experiment, is trapped at the probe. In this case the
defect configuration is stable up to 400 K and then completely vanishes.

From the recoil and the complementar trapping experiments one can draw the
following conclusion: as the threshold lor Frenkel pair production in Ge is in the
region 15-25eV [7], the defect observed after recoil must be one constituent of a
single Frenkel pair. Since the stability of this defect after trapping is maintained
up to 400 K, the disappearance in the recoil experiment already at Ta200 K must
be due to correlated recombination between the Frenkel partners, The question,
whether the 54 MHz defect represents a vacancy or an interstitial associated with
the PAC probe cannot be answered in a straightforward way: the microscopic
mechanism by which a Frenkel pair is created is not sufficiently well known for
crystals of the diamond structure. In the close packed fcc structure Frenkel pairs
are produced by replacement collision sequences leading to a situation where the
PKA, in our case 1 lISn/ t lIn, comes to rest adjacent to a vacancy. This has been
shown for Cu [3]. Though the situation is not as clear for Ge, available theory and
experiments suggest that after neutrino recoil the IlIn probe must sit beside a
vacancy [8]. Hence, the results in p-Ge can best be described by vacancies freely
migrating around 250 K, the temperature at which they are trapped at 11lIn. The
bond to the PAC probe is broken around 400 K. Correlated recombination takes
place around 200 K where the (not visible) interstitial annihilates the vacancy.

3.1.2 Experiments in n-Germanium

The material used was doped with lx10 16 Sb cm-3. It is remaikable that the re-
sults in n-Germanium completely differ from those in p-Ge which directly shows
the influence of the Fermi level. We obtained the following defect signals after
neutrino recoil and electron irradiation:

v recoil: vQ=44MHz, q =0.6;
electron irradiation: VQ = 423MHz, l = 0.
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p- and n-Ge, that the 423 MHz defect is also a vacany-probe complex resulting
from trapping of a more negatively charged vacancy. The 44 MHz defect resulting
from neutrino recol might e due to a direct displacement of the probe to an inter-



Materials Science Form vols. 83-87 1113

stitial site. This, however, is presently only speculative. More detailed arguments
are given in [6].

3.1.3 Defects from Correlated Implantation Damage

In these experiments PAC was measured immediately after implantation of the
probes in both p- and n-Ge. Implantation and PAC measurements were perfomed
at room temperature. The PAC in both cases show that the crystals are heavly da-
maged, but in p- as well as in n-type material small fractions of the 54MHz and the
423 MHz defect appear simultaneously in sharp contrast to the experiments de-
scribed above. This is a result simi ar to the result recently communicated by
Feuser et al. [9), where in all cases high I I i1n concentrations and heavy radiation
damage were present. We assume that the strong inhomogeneities in the implan-
tation experiments can account for the simultaneous appearance of the differently
charged probe-vacancy pairs.

3.2 Experiments in Ill-V Semiconductors

Rather intensive research has been carried out to produce Frenkel defects in the
Mf-V semiconductors InP and InSb by the neutrino recoil technique. Conventional
trappiniT experiments with 1 hIn cannot be carried out in these compounds since
the prob. atom In is a constituent of the compounds and therefore does not repre-
sent a trap for defects. Threshold energies given in the literature are around 6-10
eV [8], so one expects Frenkel pair production by the 29 eV recoil energy imparted
to I I lIn in the recoil experiment. However, in none of these materials regardless of
the type of conduction a neutrino recoil induced defect could be observed so far.
One possilbe explanation is that, starting from the In-sublattice where the 11 In
and also I IISn are expected to reside prior to neutrino recoil, no stable defect con-
figuration exists. Further research devoted to this problem is in progress.

4. Conclusion

The neutrino recoil in combination with PAC yields insight intoproduction and
thermal behavior of Frenkel pairs at an atomic level which inch des information
on both vacancy and interstitial. Its capability to help identifying defects as in-
trinsic is of specialimportance in semiconductors. The technique of introducing
radioactive probes by nuclear reactions and recoil implantation permits low probe
concentrations (less than 1014 cm-3). Detailed information on point defects is ob-
tained when the neutrino recoil technique is combined with the 'standard' tech-
nique of trapping irradiation induced defects at the nuclear probes. It is concluded
that two different defects detected by PAC in germanium under various experi-
mental conditions result from the accociation of the probe with differently charged
vacancies.
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ABSTRACT

The application of muon level-crossing resonance (/tLCR) and RF muon-spin resonance (RF-tSR) in
investigations of the defect states and reactions of muonium in semiconductors is discussed. Spectra
from jtLCR were crucial in identifying the bond-centeted position as the stable neutral defect state
for muonium in GaAs and Si. RF-pSR has yielded ieaction rate palameters for muonium site-change
and charge-state reactions in Si.

' /'

1, INTRODUCTION

The inuonium defect center in semiconductors is expected to be identical to the hydrogen center,
except for vibrational effects due to tile mass difference. Indeed, much of the current experimen-
tal knowledge of isolated H impurities is from investigation of the muonium analog. Traditional
time-differential muon-spin- rotation (TD-pSR) measurements' have established two neutral isolated
nuonium centers in tetrahedrally bonded semiconductors: an isotropic state, known as Mu in the

pSR literature, assigned to tetrahedral interstices (T); and a near bond-center state (BC), labeled as
anomalous muonium Mu*. Here we discuss two modei n muon spectroscopic methods which have con-
tributed significantly to our understanding of muonium centers in semiconducting materials. These
are muon level-crossing resonance (pLCR),2 which was crucial in identifying Mu* as Mu(BC),3' 4

and an RF resonance technique (RF-pSR)5 recently applied to the study of muonium charge-state
reactions.

As applied at TRIUTMF. both of these techniques use integral decay positron counting methods to
measure variations of the tinie-integral mu1on decay asymmetry (proportional to the time-averaged
inuon-spin polarization) as a function of a control parameter, typically the magnetic field. A generic
experimental arrangement for such measurements is depicted in figure 1. The muon bepm is spin
polarized opposite to the momentum and the (longitudinal) magnetic field is applied parallel to the
initial polarization direction, The backward and forwaid positron counters record decay rates for
positrons emitted parallel and antiparallel to the initial muon polarization. The asymmetry is then
the normalized difference of these two imuon decay rates. For typical longitudinal field situations the
nition polarization is retained except under techinique-specific resonant conditions discussed below.
Neithei pLCR nor RF-pSR is dependent on ietention of muton spin phase coherence, and are therefore
much more sensitive to final states of any reaction than are TD spin-precession measurements.

2. LEVEL-CROSSING RESONANCE: Identification of Mu(BC)

Results from piLCR in GaAs3 and in Si have been crucial in the identification of the BC state6'7

as the stable state for isolated muoniumi (and hydrogen) in these systems. We have subsequently
applied pLCR to the study of both Mm,(BC) and Mu(T) states in a number of semiconductor hosts.
This method takes advantage of state mixing which occurs to avoid the crossing of two energy levels,
in particular it measures the loss of polarization when muon spin states are mixed in avoiding a
crossing. In miutoninin spectroscopy the jm,, in) = 1+ +) and the a4 + -)+b - +) states are involved
in the avoided crossing. When interactions of inllonionl with a neighboring nucleus are included,
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each level is split by the nuclear
AW spin states and associated hyper-

fine and quadrupole terms. The
=4 level crossings for the combined

e +system are avoided by state mix-
ing, leading to reduced muon po-
larization and decay asymmetry
for the specific magnetic fields

PA, where the zero'th order levels(would have crossed. The positions
- of the LCR lines, thus, carry in-

SA formation on the nuclear hyper-
fine interaction between the muo-

e+Back e +Forw nium and coupled neighboring nu-
clei. Line positions are also shifted
by the nuclear quadrupole inter-
action, which helps in identifying

/B the nucleus. Information obtain-
able from pLCR is, therefore, very
similar to that from a double res-

Figure 1. Geometry for an integral pSR experi- onance experiment such as EN-
ment After the incoming muon stops in the sample DOR. For an anisotropic center
it precesses in the effective field until it decays into a like Mu*, LCR spectra taken with j
positron The positron emerges preferentially along a single crystal sample, aligned
the spin direction of the muon theieby allowing the with the field along each of several
polarization of the muon to be measured along the high-symmetry directions, allows
axes of the e+counters. The field in which the muon full determination of the nuclear
precesses comes from the varying off resonance con- hyperfine and quadrupole tensors.
tribution of the control parameter Aw and the driving In turn, these yield the geometry
field B1 , which arises from hyperfine interactions in of the defect state and the asso-
the LCR case, or an external RF field for RF-pSR. ciated electronic spin density on

each nucleus, including the muon.

Figure 2 shows a set of pLCR spectra for Mu* in GaAs. 3 A flip-coil field modulation technique was
used, giving the typical derivative lineshapes. The dominant psLCR lines are all from one As and
one Ga position along the (111) symmetry axis of Mu* with 83% of the spin density on these two
atoms, conclusively confirming the near BC model for this center. A simultaneous fit of all observed
near-neighbor lines yielded the parameters listed in table 1. Careful TD-ASR measurements reveal
resolved hyperfine spin-precession spectra in excellent agreement with the uLCR parameters, further
verifying this assignment. A similar series of ;LLCR measurements on Mu* in Si yield proof of the
BC model in that case, as well.4 The resulting parameters for bond-centered Mu* in Si are also
listed in table I.

Muon level-crossing spectroscopy has proven to be invaluable in identifying the geometries of isolated
muonium defect centers in semiconductors. In a slightly different form, /LCR spectra from the
interaction of muon spin states and impurity nuclear quadrupole levels are proposed as a means of
observing muonium-impurity pair formation. 8

3. RF MUONIUM SPECTROSCOPY: Charge-state reactions

RF spectroscopic methods, s similar to cw NMR, have been applied at TRIUMF to the study of
isolated muonium centeis in semiconductors, most recently to muonium charge-state reactions in
Si and Ge. The apparatus as currently operated for semiconductor experiments uses a high power
(IkW) broadband (10-250MHz) RF amplifier driving a specially designed non-resonant coil matched
to a 50 Ohm transmission line. The coil design allows full use of the muon beam intensity onto a
sample of up to 2.5x3cm cross section. The broadband features allow maximum flexibility in either
the constant-frequency, swept-field mode, or with swept RF frequency. Figure 3 shows the three RF
signals for silicon, used to monitor the Mu, Mu*, and diamagnetic ionized (ps+) states.
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5 / lIn previous studies of muonium
(a) in silicon,1 reactions have been

identified with major changes in
A As (54.7") the TD-iSR signals as a function"As"(5of-) o temperatuie. The Mu* relax-

S .. ation rate increases rapidly aboveC120K 
and the signal disappears

,IIx at about 150K. This fraction of
.) the signal strength is recovered
- in the p+ signal by about 200K.Z

Ui Since both signals are identified as
W.- . coming from the BC site,4' thisLL .4 .8 1.2 1.6 2+
U- 5 ,. .... Mu * - + reaction is assigned to

H Mu(13C)--Mu+(BC) ionization. A
(b) Go(90') SGo'*)( 9 0 °  fit to the Mu* relaxation increase

- '/ using a thermally activated pro-
w cess gives an energy of 0.168eV

and a prefactor of 9.5x101 s- 1 .
"0 A second charge-state reaction is

< seen in the disappearance of the
Mu signal near 270K and the sub-

'' sequent recovery of that fraction
Go-(35.3) of the intensity near 600K. At-

-5 , , , ,.. , , tempts to obtain rate parame-
2.9 3 3.1 3.2 3.3 ters for this reaction yield sample-

FIELD (TESLA) dependent results, suggesting that
the rate-limiting step may be de-

Figure 2. The level-crossing-resonance spectra of pendent on some sample property
Mu* in GaAs for B applied along the (a)(100) and such as impurity content or strain.
(b)(ll0) directions The resonances are labeled by This reaction most likely involves
the nucleus involved, the sign of M,, and e, the angle a site change as well as ionization.
between the symmetry axis and the magnetic field The TD relaxation data for the

isotropic state Mu in the sample
used for the RF-measurements indicate a slow process with a prefactor of 6.5x 108s- 1 and a 0.114eV
barrier. The results from TD measurements in Ge are slightly different with both muonium signals
disappearing near 100K and the recovery of intensity in the diamagnetic signal showing a single step,
centered between 220 and 300K depending on the sample.1

RF methods detect all the muons in a given state, while TD methods require that the spin polarization
and phase be retained during any reaction into that state. Given these differences and the TD data,
the RF p+ intensity should show steps near 150 and 270K. A few p+ data points obtained during
RF development runs 0 indicate that the Mu* intensity is recovered by 185K and that by 317K all
the muons contribute to the diamagnetic signal.

Table 1. Hyperfine and quadrupole parameters for Mu(BC) in GaAs and Si (from refer-
ences 3 and 4 respectively), and the resulting spin densities on each nucleus.

State Nucleus Aii/h AL/h Q/h Spin Densities
I (MHz) (MHz) (MHz) s p

Ga-Mu-As p+ 218.54(3) 87.87(5) .... 0.0392 ...
7SAs 563.1(4) 128.4(2) 6.26(7) 0 0186 0.434
69Ga 1052(2) 867.9(3) 0.36(1) 0.0761 0.303

Si-Mu-Si P+ -16.82 -92.59 ... 0.0151 .
29Si -137.5(1) -73.96(5) .... 0.0207 0.186
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S[10]50G 45K Figure 4 displays the RF-pSR in-
.,[.02 Itensity of a+ as a function of

S2-Q line temperature in both Si and Ge.
nThe origin of the lowest temper-

Mu*-90 ature step for Si is not yet un-
derstood since no changes in the

.0 - Bi neutral muonium signals are cor-
.*01 related with this feature. Above

80K the data are more or hiss as
Mu expected, and the approprate re-

'ductions in muonium signals are
i seen for the higher temperature p+

P4 30 40 50 40 70 80 90 features. Relative step sizes indi-

RF Freq (MHz) cate that the Mu* fraction is re-
covered by 150K and the 150-300K
increase represents the initial Mu

1 ' i fraction. However, this latter in-
.0 Si[110] I - crease appears to be more com-

"0 123MHz 310K I plicated than anticipated from the
0 0.8 TD data, and may require two pro-

cesses. Table 2 lists the rate pa-0.6-
In, ! rameters from a preliminary fit of

0.4 - the RF-IiSR data in Si using a sin-
!gle process for each feature.

+I.0.2 -t
I. II2 In modeling the temperature de-

X o.0 !a 8
the simplest picture consistent

S.with earlier data, using only neu-
1940 1960 1980 2000 2020 2040 2060 tral and positively charged states

Magnetic Field (G) at the T and BC sites. A
more complete picture involving

Figure 3. RFpSR spectra in Si The upper diagram the negative charge state (stable
shows lines of the two paramagnetic centers, taken at the T site) is used in explain-
with swept frequency, while the lower curve shows ing the recent E3' DLTS anneal-
a typical diamagnetic field scan The very narrow ing data of Holm etal." With
2-quantum line of the Mu center is du- to a simul- the simpler picture we have repro-
taneous electron-muon flip and it sits atop the two duced the observed u+ tempera-
single quantum transitions ture dependence assuming all reac-

tion paths into the Mu+(BC) state
are active and each of the three local minima, Mu(T), Mu(BC) and Mu+(BC), are initially
populated in ratios found from low temperatut-, TD measurements. These reaction paths
are: 1) Mu(BC)-Mu+(BC)+e,, 2) Mu(T)--,Mu(BC) followed by rapid ionization, and 3)
Mu(T)-Mu+(T)+ec followed by a site change. A simulation using the rate parameters from
the Mu" TD results reproduces the 150K step in the p+ RF intensity reasonably v. -ll. However, a fit
to this region yields a barrier which is 50% higher with a correspondingly higher prefactor. On the
other hand, the disappearance of the Mu* RF-signal, which is clearly correlated with the 150K p+
step, gives a much lower barrier. Our preliminary rate parameters for this p+ step are characteristic
of an optical process, consistent with simple ionization. The higher-temperature, broad p+ intensity
increase can be roughly reproduced by a single slow process giving the parameters in the table. When
two processes are used, interaction between parameters leads to fit instabilities. If one rate is kept
slow to be consistent with the TD data for the Mu signal, the other process is fast in keeping with
reaction paths 2) and 3) above. The density of the current RF data is insufficient to cleanly separate
the Mu- a+ transition into two well defined reaction paths, and additional investigation is planned.
We have also fit the disappearance of the RF signal for Mu, which is associated with the broad p
feature, and obtain a very low energy barrier. The disappearance of both neutral muonium feattires
give much lower barriers than the associated increase in the diamagnetic signal strength. We do not
have a satisfactory explanation for this result at present. There are now several separate data sets
yielding information on the dynamics of charge-state reactions of muonium in silicon. The general
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I I I I features remain consistent with the
1.0 "(a) Si [110] Mu* - A+ and Mu-- + as-

signments from the TD data. A
0.8 detailed description of these reac-

tions will have to take into account

U0.6 the differences in measurement
techniques and resulting rate pa-
rameters. A simple comparison of

0.4 parameters suggests the presence
of intermediate steps, such as the

0.2 T-.BC site change (Mu-Mu*) in-
+94 ferred from the- slow Mu-related0.0 I I I I ' processes.

1.0 The main difference between our
I4 picture and that of Holm etal l' is
.) 0.8 * the presence of Mu(T) in their

-0 model. While all of the existing
0.6 uSR data are consistent with the

two charge-state model, the dia-
magnetic muon signal could come

0.4- from either Mu + or Mu- in any
site. In assigning this signal

0.2 (b) Ge [100] to Mu+(BC) we rely heavily onpositron channeling results 9 and

0.0 _ _ 1 1 1 theoretical models which give the
0 50 100 150 200 250 300 350 BC site as the stable state for H+ .

It is possible that some of the p+
Temp(K) signal could be from Mu-(T). The

easiest way to incorporate this into
Figure 4. RF diamagnetic amplitudes in high resis- our picture would be for the direct
tivity Si and Ge. The curve through the Si data is Mu(T) ionization to be an elec-
a fit to three activated processes, while that through tron capture process; a site change
the Ge points is simply a guide to the eye The RF would then not be expected to fol-
data here is indicative of final state occupation the low. The RF-pSR data for p+
diamagnetic state. and the DLTS annealing data yield

very similar energy parameters,
however the reaction assignments are quite different. At present a consistent picture combining
the hydrogen and muonium results in silicon is not obvious, thus, we have chosen to interpret the
muonium results using a simple, internally-consistent model.

Table 2. Rate parameters from preliminary fits to RF-pSR data in Si and assignment of
the rate-limiting step of each process.

Reaction RF Temperature Prefactor Barrier
Step Feature (K) (s- 1) (eV)

Unassigned P+ step 50 6.x 109 0.032

Mu(BC)-Mu+(BC) P+ step 135 5.2 x I016 0.284
Mu" decrease 140 0.101

Mu(T)-Mu(BC) P+ increase 250 6 x 109 0.153
Mu decrease 250 0.029
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The RF intensity of the /+ signal in Ge is also shown in figure 4. The most striking difference
between the Ge and Si data is the drop in diamagnetic signal strength above 240K seen for Ge.
This is a clear indication of a reaction out of the ionized state at higher temperatures. This result
represents a major difference in the dynamics of muonium in Ge as compared to Si, and was not
anticipated from the TD measurements. Since many hydrogen-impurity passivation reactions are
thought to occur via Coulomb capture processes, the disappearance of ionized states of muonium
below room temperature in Ge offers a possible explanation of the reduced effectiveness of hydrogen
passivation in Ge as compared to Si.

4. CONCLUSION

In conclusion, we have demonstrated the usefulness of uLCR and RF-jtSR integral methods in
the study of muonium states and reactions in semiconductors. These methods will continue to be
developed and modified, yielding detailed information on the muonium analog of the hydrogen-related
defects in these materials, and have a particularly significant role with respect to isolated hydrogen
and the early stages of the developmet, of hydrogen-related complexes. We have examined the
charge-state reactions of isolated muonium in Si and Ge using RF methods in conjunction with earlier
TD measurements, and expect to expand such investigations to other muonium reactions. Progress
to date establishes integral RF-/uSR methods as a means to examine the final states of muonium
reactions in semiconductors, yielding information on reaction dynamics which is complimentary to
that from traditional time-differential techniques.

This work was supported in part by grants from the Robert A. Welch Foundation (C-1048, D-1053,
and D-1167), the United States National Science Foundation (DMR-8917639), the National Research
Council and the National Science and Engineering Research Council of Canada.
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Abstract

The lattice positions of implanted positive muons (,a+) in intrinsic semiconductors
(Si, GaAs, InP) have been investigated by pdecay positron channeling at temperatures
ranging from 95 K to 400 K. In high purity float.zone (FZ) Si a metastable u site is
observed: Below 200 K, the pattern is consistent with a fraction of 40% near a BC
(bond-center) site and 60% near a T (tetrahedral) site. Above 200 K, the T-like fraction
undergoes a transition to the BC-like site, where virtually all muons are located above
300 K. By comparison with muon-spin-rotntion (1sSR) measurements, these sites can be
associated with the known paramagnetic muonium (pu+e-) states observed in numerous
semiconductors:' the metastable site corresponds to the isotropic state (Mu), the BC-like
configuration is the stable site for both the anisotropic state (Mu*) at low temperatures
as well as the final ionized state (',+') at higher temperatures. In GaAs, there is evidence
for a similar metastability. In InP, a stable near-BC configuration is observed throughout
the temperature range investigated. Thus a BC-like configuration is found to be most
stable in all measurements.

1 Introduction

During the thermalization process of low energy (4 MeV) positive muons (p+) in solids radiation
damage is very low, yielding stopping sites far away from induced defects [1]. Thus the p-decay

+2.21zA 1S+"2"e + + V " + V'. (1)

allows in principle a one-by-one observation of an isolated single charge in an otherwise un-
perturbed lattice environment. Since bound states u+e- (muonium) in semiconductors were
discovered [2], detailed information on the hyperfine structure of muonium centers has been
obtained by means of the muon-spin-rotation (puSR) technique [1]. In spite of the conceptual
simplicity, these centers turned out to be rather complex: At low temperatures, two param-
agnetic states coexist in a number of semiconductors (e.g. Si, Ge, GaAs, GaP): a so called
"normal", isotropic state (Mu) and an "anomalous", strongly anisotropic state (Mu*) with
trigonal symmetry. In the normal state the small hyperfine coupling (e.g. 45% of the vacuum
value in Si) indicates a substantial delocalization of the unpaired electron spin density. In the
anomalous state the electron spin density at the muon is very close to zero. The diamagnetic
fraction is usually small at low temperatures. At higher temperatures, the paramagnetic signals
disappear and subsequently the diamagnetic fraction increases to almost 100%.

During the last decade, numerous theoretical and computational studies of a single charge in
a diamond or zincblende structure were performed. However, many inconsistent results were
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obtained. Only in the last few years the calculations (see, e.g. [3]) tend to confirm a model based
on qualitative arguments by Cox and Symons [4]: it is generally agreed that Mu* is located
near the bond center (BC) of two adjacent host ions, and Mu is trapped in a T (tetrahedral)
cage. Experimentally, a near-BC site in Si is supported by a uSR/LCR measurements (5],
and a T-like site is found for the ttw, Mu states observed in CuCl [6]. However, details of
the local geometry are still unclear, and the quantitative agreement between calculations and
experiments is incomplete.

Beside the fundamental interest in the investigation of a simple defect, the problem of hydro-
gen in semiconductors is of great technological interest because of its strong interaction with
defects, such as passivation of shallow and deep impurities [7]. With standard experimental
techniques the observation of isolated paramagnetic hydrogen centers in semiconductors is dif-
ficult. However, except for the dynamical properties, muonium is expected to be an almost
equivalent hydrogen substitute (the reduced mass differs by only 0.4%).

In addition to the study of hyperfine interactions, the/=-decay positrons can be used for blocking
experiments yielding direct information on the muon lattice sites. In the following, we describe
the experimental setup for A-decay positron blocking experiments and present results obtained
for intrinsic semiconductors.

II S,-WAFEFt

3.4

A,

MWPCI /

MWPC2 "

x,,/ ,
/

/

Figure 1: Schematic representation of the A/e channeling experiment. A significant
event is defined by the trigger condition (A, + A2 )- T 0 -T2. The direction of the
positron path compared to the decay channel is determined by two successive 2D
multiwire proportional chambers (MWPC1 and MWPC2).
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2 Experimental setup and data analysis

The experimental setup is shown schematically in Fig. 1. The experiments were done at the
Paul-Scherrer-Institute (PSI) in Switzerland, using a high intensity low energy muon beam
(E, _ 4 MeV, rate = 8 x 10 s- ') for the implantation. Because of a critical dechanneling
length of only about 30 um in the sample, the muons were carefully degraded to a mean
range of about 20 pm. In order to use the whole beam spot area (s 10 crn) without loosing
resolution, the sample wafers were spherically bent with a 3.4 m radius of curvature-. At the
center of the sphere, the decay positrons were recorded with a 2D multi-wire proportional
chamber. Scintillation counters were used to define the observed solid angle and to trigger the
chamber readout. To reduce multiple scattering in a surface condensate, the target region and
the positron path were evaporated and surrounded by cryogenic shields kept at about 80 K.
The sample temperature could be varied between 95 K and 400 K.

The obtained 2D histograms were smoothed and projected along the crystal-plane-chamber
intersection line in question. The amplitude of channeling/blocking-effects observed ws about
5% in maximum. Obviously several sources contribute to a reduction of the channeling effect
and to a smooting of the experimental dip/peak-shape: multiple electron scattering of the
positrons along its path between planes, scattering at other crystal defects, the non perfect
spherical shape of the samples, multiple scattering outside the sample, etc.

The experimental one-dimensional particle flux histograms were compared with simulated pla-
nar profiles. The simulations done in this work are based on (i) a mu!tiplane continuum approx-
imation of the potentials, and (ii) the assumption of statistical equilibrium in the transverse
phase space [8). The nonrelativistic transverse motion of the relatively heavy p-decay positron
(T : 73) is assumed to be classical. Based on these assumptions the relative positron yield (for
equally spaced planes) is

P,(E) = LoJ dzf(EB. ± )p.(z), (2)

where L0 is the plane distance and p,(x) is the muon position distribution. The equi-
librium distribution of particles with energy &1 in the transverse space is given by
f(±, X) ot 1//E - V(z), which is evaluated using thermally averaged planar Doyle/Turner
potentials V(x) 191. The final yield of positrons with kinetic energy Eo and tilt angle # relative to
the planes is obtained by integrating over the distribution of transverse energies g(&±, E#2, 2):

,  = J dBg E , Eo#2,:)PE), (3)

g(E.&,02 0) L -g 2) (4)

where L(E) is the accessible interval of a positron with transverse energy E. Dechanneling
inside the sample has been included by modifying 9.E&, z) with increasing depth according to
the increase of the mean planar angular spread due to multiple electron stattering. The result
is rf

g(sj.,Z)= JdF Iy:_E±I [exTJ P- + ep- 24 ] (5)

The dechanneling energy Ed(z) is proportional to the path length. In the Bethe-Bloch appro-
ximation we estimate dEjfd/ -t 0.7 eV//pm in Si. Since other perturbationd mentioned above
are not included, we expect to reproduce the. characteristics, but not the magnitude and details
of the line shape. To avoid very time-consuming calculations, further assumptions are made..
(i) a fixed positron path length -f 15 pm, and (ii) a fixed positron energy of 37 MeV.
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Figure 2: Intensity plot of the p-decay positron flux emerging from FZ silicon around
a (110) direction (dark and light features correspond, respectively, to high and low
counting rates). The observed muon site transition occurs between 200 K and 300 K.

3 Results and Discussion

Some preliminary results of the experiments presented here were already reported in [10]. In
Fig. 2 positron flux histograms for float-zone (FZ) silicon are shown. At 300 K blockng of the
(lll)-planes is clearly visible. Minor features are due to the (110)- and (113)-planes. At 100 K
the effect of the (111)-planes is opposite: the positrons are now channeled along these planes,
indicating a different muon site. Small effects come from the (001)- and (113)-plnes, The site
transition occurs between 200 K and 300 K.,

In comparison to the spectroscopic data the positional transition is correlated to the disap-
pearance of Mu. We conclude that Mu is a bistable defect in Si: the charge state transition
Mu --- (Mu)' [11] is related to a site transition. At lower temperatures, the muon sites are
not affected during the 'harge changing reaction Mu* --* (Mu*) + [11] , We conclude that the
Mu*-location is stable for both the neutral and an ionized charge state.

In order to identify the different sites, the temperature dependence of the different muonium
fractions states have to be taken into account. A good qualitative agreement (Fig. 3) is obtained
with the following configurations: (i) a superposition of a near-BC fraction (40%) and a near-T
fraction (60%) at 100 K, and (ii) a single near-BC site at 300 K. In detail, the T-site is displaced
towards the anti-bondig (AB) site by 0.56 A with a gaussian distribution width of 0.7 A. This
result confirms recent calculations [12] which found a local minimum of the adiabatic energy
surface at a displaced T site (simultaneously the observed large reduction of the electron-spin
density was obtained)., The measurements also qualitatively agree with recent calculations
finding the global minimum of the total energy at the BC site [13], for both the neutral and
the positive charge state. In these (and most other) calculations the muon is well localized
at the center of a strongly relaxed Si-Si bond. However, our measurements clearly indicate a
motion of the muon in the mid plane between two adjacent Si hosts, a possible configuration
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also discussed in [4]. In our simulation (Fig. 3) the BC site is displaced by 0.5 A perpendicular
to the bond and a rotation around the bond is assumed.

FZ-Silicon, T = 300 K FZ-Silicon, T = 100 K
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Figure 3: Comparison of measured and simulated planar p-decay positron yields in
Si: at 300 K the simulation corresponds to a single near-BC site, at 100 K a near-BC
(40%) and a near-T (60%) component are superimposed (see text).

In GaAs also a metastable T-like site could be observed up tG room temperature, in agreement
with the existence of Mu. At higher temperatures a similar transition from channeling to
blocking along (111)-planes is observed. However, the interpretation is not as clear as in
Si: the site transition seems to be incomplete and occurs at higher temperatures than the
spectroscopic transition. Furthermore the strong relaxations of the transverse field precession
signals are not clearly due to charge state transitions. In InP no indication of a metastable site
was found, in agreement with the lack of Mu precession signals. A BC-like site was observed
in the temperature range investigated. The charge states at this site are unknown since only a
diamagnetic signal could be detected by standard juSR.
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4 Conclusions

In summary, the measurements showed the existence of a metastable T-like site for t+ in
GaAs and Si. In InP, GaAs and Si a BC-like configuration was found to be most stable. For
the latter host, a consistent description of ASR and channeling results can be given: At low
temperatures two neutral states Mu (near-T) and Mu* (near-BC) coexist. On ionization at
higher temperatures, the BC-configuration remains stable, while (Mu)+ is trapped at BC sites.
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POLARIZED SPECTROSCOPY OF COMPLEX LUMINESCENCE CENTERS
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Inis tri tte of Semricondurctor,; of 0k rain ian Academy of Sciences,

pr .Narrki 415, 252650, Kiev, USSR

ABSTRACT

ll1 atrivZaL ion diagram method is thooret ic-ally deve loped for three
\allious patI 1s: two-dipo!e problem, distributed pair centers
(DtA- pairrs ), dirpole centers i n hexagonal type crystal s. The results
of' cal culIat ions arec applIied to evalIuate Lhe symme try arid to propose
thle model Is of' tw Wompe ('111 e.Xult er-s in Gall arid (IS.

Introduct ion

tIrpurit y a liS as weLl as nat ive poi nt, de tects can form the complex
Itiminresceiit, centers (t'LC) composed of two or, more particles.
l'ecuiintl ty of photo Iuminrip'cence ( PL I band attributed Lo definite

i s t hat or' one part of complecx ceniLet' pari c ipate in absorption
of' eci tat ion I ight while [he liuminescene transit ion is linked to
'rrot her part of' c'etit er. m'e symmretry of (IC is lower, then that of
the en ystsul lat I i~e basicaLly due to the fact of space correlation
or hot Ih pa ts of ( -A'. As the result, the anisotropy of electron
raI it Io ii o 1- pt ica I aibsorpt ion arid] em issi on spectra are

ob~e'x d .ih mietods or I fire po1lar izatLion opt i cal spoctIroscopy , in
par t ic'nlr a-, tine metv hod or t lie lumni nescence polarization diagrams

PD) [ I I (ati be aippl i ed to reveal. the snme t ry of CLC. The PD
met hod !ri Line c-iso of' a cunbi c cry-s tal s is based otr measurement and
I heo()ret i cal ania I~si s of I he poj a-i za I ion cegi-ee of' Pt band inuduced
by i ,(rear poa- eiexcitation light. 'rhe theory of PD method was
-\ t ended to three variouis pa ths: i I wo-d ipol e pr-oblemi of CLC in
r11)b1c (t'yst als 121; ii I polarized III of angular distributed

'forior--acceptor pa il-s [ 3); i ii) pol ar-izat ion of CLC in

Iii Lhiis paper we demronst-rate the effectiv'eness of the PD method to
irr'~est igate the properties atid to reveal the structure of two
specifi'c CLC in GaP arid (XIS.

Method of polarization diagrams

[-olltowing to PD method anisotropic iIl centers are excited b3 linear
p'olar ized l ight sp~ecif iecd by angle V between ci t r ic field vector
of e\ci tat. on beam arid sonie of cr-ystal axis, e.g c<100> of cubic
tat Lice o r ( axis of hexNagonal lattice. Orthogonal Schemte of thle PL,
vcirtat ion is sir iahie for these measur-emients: the dir-ect ion of
e\c it at ion li ght anid that of III record ing are per-pend icu lar to one
nnot hor. The Pt, in tens it3 dernst rates l inear pol arizat ion due to
remroval of orient ation degeneracy of ari soti-opic centI er-s. 'th fe
anigrular de perntence of P1, po-at-i zaLtion de'gr'ee defCities the PD curv e:

P(qr)) (1)

1 1(P) + ILO*{Pi

1 and j are tie i ntens it ics of two oil, hogonal 13' poltari zed P'L
c:om~poelr I s %, hel t1t10 arra I 3'ze r i s respect i vety pla re I Ivl and
perperl r cutat' to 0tile cho('trl c'ryst at ax is.
In t%,o-d rpole casea dii' fc-:'et Pt; crves were classiri ed wit Lbe'--,pect
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to tile mutuial orlent.ationsr of' absorbing tidl( emit t ji g diple(s [2 1.
Each dipole is oriented alonig s 100>, <1l 11 or <110> ('thij ( r'~st~al
axis. These c'alIculantions are aIpiI ied to~ anal yze tile PI) curves Of
various CLC ill GaAs IF)]1 and GaP 161. Anotie r probl em to be so I ,,edl
is that of symmetry of DA-pa its randomi v di stri iintevd Ill a 'hi
lattice . Such ('LC are (cha ractIe r ized bly arb)itra ry orieit at Ioil of'
optical dipole direteeilons spec ifi ed by the uniit vect or ab ?.ItI
was found the rel at ion between DA-pai I (oord inate tillnd of' t he PI)
extreme points [31

2 2 2 2 2 P(O)

,31( 0) + 21)(45o)
The results of calcul at jails were used for the 1)A-pars Ii A SbI) 17 1.
As to employmet of P1) method inl hexagonal I Ialti Ic( ( CdS one( shoul d
take into aCCOunt thle ef f'e It of cry siu hi r'efrinrgen 'e al nl Iso Hi. 

peculiarity of symmte t r. equ ivaIentI or lent at ions in sue h a lattice.
The dipole center' carl be descri bvd 1)3 angle q' w ith respect. toC
axis of cryst al and( phenomenological paramet er of' (1 (0 L P3 S 1)
attributed to surperpos it ion of R) anid (T d ipole s in1 opt I( a I
transitions. Due to calIcul at ions 141 thei valI u(- of Tf is exNpiessel
via intensities of polarized PI,

I1± 8 111 (0)' l1( 90~ 1 - Il(O l(0) qo

I ± 'IS I t I --L 0 1 ) 11 ( IL 90o I - 1 11( 0

The in formation avail ab f rom tihe 111) met hod is thIe e \ pet' l'iivi a I
proof of the opt i calI ariisot ropy of Ill, cenuter', or'icnt at Ion of
optical dipoles e%'alijated from theor.N anid , final hy, thle ccenter
symmetry. The s yirie t , of' CLC prov'ides thre bac kgilotiiid to0110)5
its model.

Polarized photo- and thermoluminescence of deep centers in GaP

Spec if'ic ('Li are obser ,ed inl n-Gall cont i inating N inipil' A N. it is
argued t ha I foi onet of' t hem NN1 -pali' f'e ri~s thle %m ~' uIc' ithI
the deep aeccept or a' (i as old ili fig.l

1. Spec't z'ost'olj' , /%i nti I 'ic, aud t r'rpe'/trt , f o I itSi'c'i it s.

Bulk ('zorliralsl~ gtoiwn ni-(;al ;ingle (Y- ,Sttils dloped with S or le of'

10 17Ill)- are un1 *',t igat '''I, Fhe C onitam iat ioni of' residtia N I , fouili
- LTP of oride r of 10 16 Cilii ' r'ec PI,

E. TLThand(s ar'e obsorved rI I i man~xima
of i)A 1.55 - I *58(' (A),

.64 fit 1.420 (IS) and hi)(.=

-L A.I. 72A- f( - l'21' curve 1.
'Ilhe followj rig is ('olicern ing toi;~L \- band and( thle dat a for- 13- aind
Cf '- ba 11 J.' are? Suilimar1 II 'd inlCul able. All 'alliple" coulId be(

s o' I)p1 ra 1 ed as ;1; two vari ouis

groil ps I fe fCo I I ow i rig I S

r, rrys IIs 1 I A -ban tiIs ''x I i
pre ~ al fe inn t a I I n i pur It IY

(o) ()SpectI r'aI reg1 in of' ?.2
Fi. Schome, o f elIectI r'orll r'ans - 2 . 3V; 2) thIe k juuct i cs o f
t ions (a, thle modelI oF 'L(' ( 1) . demong r rateVs r, I''d a" I
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wIt I "I I s at 77h ( tsert oil F'i .2 ). I'h , I', band of1 I h I
Fig.2

( see
1 61 1  Pex L)

'1 .8 -I 1- 1 CoP:!tjN

,, I TK'7 Y

fime
0

P1 A 1 1.z

(a)3

1.3 1A 1.5 1I6 1.7 1.8o'
. the' II a\ I I ulium of I.GI eV ( fi . .1' ) ; .3) the 'alw, o

I.Npiil, t a.lt I1 I l'( rease . t h n t tie temporaltre is inre'i'sel wit t e
ma t l va toll e rIe'rg of A .).95teV. Phi s is, accoIll])I i(ed b a spe l t a I
sh i ft o f, A- A-ba1l max i Iull up Lo 1 .6-eV ( fig,2. (, 2); 4 the
tIwtiklu iml IleS( elit'e ('IL) peaks wi t.h the mai\ ima of 1 LA 971, rlB=ll 8 K

,ld I L( = 103k a 'e oIser'ei . I'le I uln es( euce, spec I 1 111ll of he

II .\Iteak ('o1it ides w i Ih A-band of' tI, at 'I >1 00k arid, hence, the lsame

,lcep centoI pa t aI pa tshoth ini PL a nd Ti, , We niot ]e7(' that TI1. peak

r;I I 1 l,(- peatk aI re I Iliked t, o a 1ot( he 1 'L , )aiu I I1 ad I e I) . I he

chba' ac t v' iI s I(-; I - ) a l' '-; p(c I I r tfor tie gi OU) one of Gal'
I ,It j I '. ait ,iI (I iot at I II' uill ed to tie ( ' ', st a] s of group two.

o, ( n II i ed oul t al aI d temperat'kui v , spe t r'aI and ki l tic

Iua''at s reiel rt 1 A \- I)o k . I t was founrd i ) Lte enera'g of t he

a' le I a oil II a ) re fat ed to t leo
pea( IS I, - 10. 1 .3±), 0 1 l)eL ;

I I lie tAllr(' hoId of lite
"Illlaal' t vM' (i tat l oll is
I' el I#\ hl' I.= 2 0.2 ) ()OZ(.% 13

I aI spec .t riln of I R-taeac- It a n
of* tlike It peak is re Iat.ed 4

to I he lao o of[ h l (a IOnlI zat. oIll
from t ieep' h) acce 1 lOr ofr F 0
+0.,5 {'' .Iand :Oat(i(dt., wit,l h
th;I of J ,;5 ,,"eV I', anl it) -PL
(S '-: , -4 -TL

t o'r'u toJi m il l.SC e 0- ( 3 0 0 3 0 0 9 0
to ,oveI t ihe ,mlwt ,y of deg)
t lie deep (:+euter'e tl', ed tile
llt l h o of, It1). lie I-YP i I) t ' e

of' : ho 1-t aind of' Lt( N F i g .3 . PotarpiZt ion dingral.- of A-
I vtlt '4111; a re shOwn I ra badrl ard I I -pen k
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fig. :3 'The ohservat ion of t he i riduceil polar' rat l ot] of
I wni nescence d i rec I Ity demions r'a I es t he opt) i calI an i Sot Iopy 0) f

c -re s po nd i itg cent er r.The p romu i neilt feature of' I hie po I a r i zed H, i S
that ofr PD cufrv e i s essent Li I y di ffe rent, f vom the 11i i g rarii
at trL-i hutf ed Lo the PI,. Ac tua I I y , these c-iir'ves (can io t, lie adi ust, ed Lo
one ario her by thle parcaimet ers Of tilhe P1) theor-Y As t he conscel ic
thre um I uia I of- ien tatL i ons o f abso rb Ing anid o f em i IL i ng opt i ca I
dipoles calculated are various for I'll arnd HI,. These dipoles ace
or ieri ted alIonig <I 10> - , II l ' ases i n I hie c as e o f' an i IAre(
(Ii re ctLe d alIonrIg < I10> <0 1 , f or 11, ( Tlr 1hl1e

J. IViscuiss ion

TO e'<p t -ii thle pecul I i' fea Lures of' tihe PL anld Ill ais wel t as
polari/ation dat a coincerni ng to A-hand anid '[LA peall, we prps t.Ie

new model, of t he (iC Ifig. I t. [its (eniter- is compoised of' deep
acceptor ( A-cen t.er w it h Lte levelI of E + 0 .- I eV and of' a deep

el ec'ron tcrp 'I -cent~er ) w ithi thle energy of thfe ground state E'-

0.1 3eV (I,' ) arid that of the excited state b.- 0.0.35eV (P:
0 e,;x

In fig. Id the scheme of Cte electron r'anisi t ions giv~en r'ise to PI.,
TFL arid their excitation1 is shown. Ihe imiiji ity e' Ocitt iond of,
hotC h -blrd nld of, 'T 1, 1e ak a r'e cauised hly i rid ir'ec t t\( i t at ionr

pr'oc-ess H i he e I ec trori i s opt icat I I I .1; 1f( r ocd VI oirl) ~-lharId t o
I-lIevel (cit he 1'- - .0)1 ofEe ), free hole is ('ait iji-d hy Itice A-enteri

w ithIiin Llue samie LC.The '-lseqlierit r'ec'onihl;1 i Jnt) i o of t fie v I c't 1 on1
hermal ly relIeased to c-h1and with il e hcouiiru hol e I cads to I i641cV

band of Ilt. aud rL. lihe sl ow tLherinallIy arti -mte~d PL k I ne t i cs I I ) is

r'esult ted fro te ceri ter- t -con t er recomjb inat ion of lifhe el ec t-roli
hotind to F-trap and t hie holIe hound t o A-cent er. 'I htis e I vc t Ion
rec oillh ines v~ ia thef( exc ited sta te Whih i11s I hie ruI I y tiuicil Iat ed %4 i 1h1
thle barrier A - ,o,

A spec if ic f eait i e of' thfe 11L s tLhe oh', en i ed p I a i ;,,11, ion uinder
polar'ized i nd irect ex cit at Ioil ( Or da ta (-,)it Iod I t to Ithe t I.i I ml;
sc heme o f polIar',i zecd I'll, when thfe I i glih i S to IuC aIf ,Is re Sil [tIed C rout
Lt- d Ir'ec t, photLo i on i za L i onl uf an Iso t iop I c deep a( t, p or t o I I ot Itrig
by Lhe capt fire and V ' i (,as e of' elect conis t o/f rom dist nlt r,11
AC't Ul It 11 , th is is teIonS t rat ed by t lie fact s I I IID cii rves f'or' I,

and 'IL are essent iailly dIf fe rent L; 2) " i nil)r' tI Vy " -\( it at tori a re
caused by e I ec I ron traft-, it, i on- %--band :0 1'- 1 e %, v I , I *c.* reidt Id to
Indirec t e \c it ar. ion process; 3 ) earch I'L peak IS I uuiled one-tI -onle
o thfe s5pcci i Ic l urn escernce hand ( fable)I . 'Ithese far ts as wel I I as

polarization characteristics of Pb, anid HL are nati'al ly explained
f T and A renters are nuear'es t neighboii rs in GaP In at ji c arid forii

th le ('L(:'. The st rorrg I ocaIizat i on of' wave furictLions hot Ii of' t lie,
captuijred f- lee t non In the g rounid state of TI- t rap anid of t he bound t o
-N-cenric hole ext.)la Ins the st o rage of the I I gh t'suima wi t hi i 1 Sti a
conp e~x center at l ow tempera Lii res arid poss h i [ i ty to os 'c I.

4. Tile model of CLC

The coliponen ts of ( LC are ident If ied as ii -feel) accep ltor1 A

aind NN,-pair - isoieleci ronic trap ('T).

A-center. The deep acceptor of' H' +1?. 51eV in Gal" was ientifrild withI

CI IG i jiumn'i Lty Iin 8 1 . lIn our crcystals t lie conceit r'at ion of' I - \

(orrp cxes in('cr'edses a f*t er IdIi ffI'iis i on o f' (,ui atf 951 C . T[he on T.I it tat tin
ofI eim It t. r ig Opt I cat It d o 10 a t t r IntllIed to0 c -ba Ifo :* \-(-(it t vI'
L r'afts it I off i ', I Lrikei(l to 1010> crnvs ta I ax is ,i Hws o'i enttt lon) I
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untainhigtiotislIy relIated to A-center' symmnetry arid corresponds to the
-,v ute t ry or Gu(, comp!)lex center obseived by IUDMIZ [91.'a
I-con f c. 'thie i dentif t cation of '- trap as NN 1i s argued by the

fo I low i ig: I1) Ihe erie r'g Jpos i L ions of the ground anid excited states
atie Ldent icat Itih t hose o f NN I[ 10 1;' 2)1 thfe or ientat ion of the

opt i cal d(I 0 poLes conlcerni ng to v-band =0 T- leve trans i Lion is < 110>
I that (0 o iiuc ides wi th the dat a of ti ias lal stress measurements for
NN I-pa ir 1 l1; 3) A-T -omnplexes are observed only in crystals

c-ortt airti nat i rig n i trogen.

C (onclui onts

We notice Oha t the cert ters tiemiotis t rating p0olarized TlL *are fairly
yp ical for' bul k GaP. Variouis [timines. ent bands its well as TrL peaks

I inked to them are shown iiti Table, We are niot at)le presently to
propose suhat ant iat ed mnodels for- the rest of centers. However, it
i s clear, f roit the pol at'iza tion data that each of them is irelIated to
tie complh]ex of' deep afceptor anid of' electron t rat). We believe that

suc'h -eniters represent a new system of the crystal defects being
ablt, local ly accmtmulat~e the I ightsum within a crystal.
ran 1) 1e

E'nergy positLion 'T,-p1)e ak leeJ) acceptor Elect ron Orientation
of luiInesc-rirce , max ituitin, energy , eV tr'ap of optical

eV K energy,eV dipoles

1.64 97 EV + 0).51 0.13 <110>-<00l>

l.4l2 118 E + 0.93 0.17 <110>-<110>
V

1.72 103 E + 0.01 0.15 <1l0-<11l>

Light stimulated PL metastability in electron irradiated CdS

Thfe origin of metastability for dJeep centers in a semiconductors is
St Li I Ithe poit Of' CUlrent. techno] og ical and phys ical interest.
On]ly a few of cases are k nown t ha t provide wo ll supported
in i(rosco pic alI mode]I o f cen t e rs i nvo Ived i n me t.a st ablIe t rans it i ons
[112]j. We I)r'esen t thfe siimtme ri zed t'e suIts o f compre henis ive s tudy o f
t he new e ffPc t at t r i butI ed to thfe t r'an s len t behav io r o f I hie "red "
(PI.) hand (11~ .68e\,) in elec tron irradiated CiIS. The mechanism

fo r PI, metI as Iah i I y is d evelo0ped w i Lt 1i n I hie niodel of a
three-partic-le CL('.

I. KYPet-'inett

czo hralsk i grown bit]k n-'d-s single cryst.mls are studied. The
(r'~stal, ar'Y'. irrtliated by 1 .2 lkev\, electrons At ZOOK wit h thle dlose

of 1t) -i0 c- In . As t ho re0si] t. o I t ect ron irradiation the
inenis it of t he "rted " Pl. band of i' It 1. 68eV demonstrates the

stimittlal run, A,, and subsequcvnt de 1 me with a Lime of int ensity
f 1g." - , c. I.- [i1s t ransietit ietta% 10r is obsetr-,ed under PL

e \ crt atIio i iIn a spec t ral region of st itnilation light het 2.5eV and

inanib iguous Iy relIated t o thte p reli mi nary il11urni nat. ion of a sample
with ti e puinping lighit of hi) 2.0-2.4eV (fg. c

fie coricrit rat ion of t-enters of the st.imimlted-'~e"-uiminiescence
is g 'aullta I Iv inc rea-sedl witb i a irraiiat ion (Jose anid reaches thte

cail it of' It) 'm .I tti';, I tie vffet ofPi, stimulation is direct.
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4- ~ 7! of ;I il Sl

5 10 see at~ I I t-

se e plllp I lip

Al. (") andl3 Il a-~ I (11
Onl ilnseltt

exc i t a-

Off~ 2 Ofifl

related to e-beam tleatiienit of edS.
The fol lowinig dat a are essenitial r'easonls to evalIWitV eI I heitechani,;l
for the effect obser~ed. 1 ) st imijlit 1on o1, a, is tIot c(oI) aC ruiip (,J
with stiniul at toni of' the( phot ocirrent i n- I ype sanpi e1 (-. 1 1 lmeansl.
tha t st i mu Iat ed P1, i s resutiIIed from, I fie rec-(onlhi jai ion o f Ii aj I I Y( (I
elect rons. 2 ) The kIinet Ii c of 1 iii m sil reid w It11 t~he ji1S I s, it atI l
( f ig . 4 c.3) I s nim-it slIowe r then 1t1,11 oI I fIe oltoIe (apt iii thuIsll.
s t I ItatI ed I'll l b o r igiIlat cI I ftI om Ifthe boiiiil-I o- boiiuu I kQ( ollibli'l t i on.
3)1 The % altit of r 61 1s qiieiclied whenj t lie Lrnupei atI ii I c , is a I s 1 11 i
with anr act ixat ioni energyv of A= U.0)8e\ . Illis t intg isg 1 i ilk( t tI

thre gap betweeni thle g roii sja L I( F11-0. 12ek ) anl( (--( i ced si I I

(E -0 . 04e'k I of thfe pectii I at dotior, ( (,tt et' ( 1) 1., I ie(- I P 1, o I* D)-( t,- (-

Canl be d i reett fit 1o Y wIIe I,; I lIevIv I ron; by plilimpi I fi ght11 1
demotist rat ed by t SC in.siirouiiiiit s. A ft e I sw iI t , nig , of te pillpl I ugL
I ight o ff th ti- de-cays tin a da I k f o I Iov, nfg to I v I atI jon: AtI
expI -At d / E 111w I' 5-1 0 3s at 77K. 1 t i v jtoi esv, is- thef( resuit II

of thle vmna I retI vaie o f e I(, I r'on-, f'r omi D-center,1. 4I ) Bes i I d, -, )f
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ONP SPECTROSCOPY OF DEFECTS IN SILICON

Nickolay T.Bagraev and Igor S. Polovtsev
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ABSTRACT

Optical Nuclear Polirization (ONP) technique was used to study
metastable properties of the gold donor center in silicon. A
model of a deep defect's symmetry changing C3 4CI4D2d with its
charge state (D'4D0-D+) is proposed to account for observed
optically induced quenching and regeneration of Au° centers.

1.Introduction

The fundamental discovery of optical pumping by A.Kastler [1],
paralleled by major advances in magnetic resonance spectroscopy,
gave rise to investigations of optical nuclear polarization (ONP)
in semiconductors [2-5].
The ONP technique requires the creation of an electron system in
spin-nonequilibrium, in which, state the orientation of lattice
nuclei is governed by hyperfine interaction (HFI). It has been
established (3] that ONP does not involve conduction electrons
and is due, instead, to the HFI of optically oriented electrons
captured on defects with neighboring lattice nuclei. Hence, the
ONP technique provides an important tool for investigation of
shallow/deep impurity centers (3,4], thermal[3] and radiation [4]
defects, magnetic impurity centers (3] and dislocations (3,4] in
semiconductors.
Metastability of deep centers, a feature of light-stimulated
reactions involving defects in semiconductors, is here considered
as a further example of the ONP technique's great investigatory
potential.

2. The ONP technique

Electrons and lattice nuclei magnetic isotopes are known to form
interrelated spin systerz in crystals. If the electrons are
prevented - by some external force - from reaching thermodynamic
equilibrium, they will necessarily engage - due to their
spin-nonequilibrium state - in a hyperfine interaction with
lattice nuclei, causing the crystal's nuclei to undergo dynamic
polarization:

-P = (P - P) (1)
where P and P are the nonequilibrium polarization states of

electrons and nuclei respectively, and P,0 and P are the

respective Boltzmann's equilibrium polarization states for
electrons and nuclei. P=(n-n)/(n,+n_); P=(N-N)/(N.+ N_);

N+, N_, n. and n are the respective populations of the states
with the electron and the nuclear spin projections; ms=+1/2,
mS=-1/2 and m,=+1/2, m,=-1/2; and C is the term accounting for

the relative contributions made to nuclear polarization by the
contact and the dipole-dipole HFI modes.
One way to accomplish nonequilibrium polarization of electrons
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(P * P 0 ) in a semiconductor crystal is by optical pumping. By

this method, illumination is carried out with circularly
polarized light using a longitudinal magnetic field, to create a
strong polarization for electrons through their photoexcitation
to the conduction band, so that when subsequently captured at
impurity centers or lattice defects, they can polarize the
neighboring lattice nuclei (P =P ) via hyperfine interaction

(3,4]. The ONP process begins with the formation of a sphere of
polarized lattice nuclei around a defect: P =C(8).P . In the

next stage, ONP spreads from this sphere of radius 6 over the
entire crystal via nuclear spin diffusion at a rate which is
governed for defects uniformly distributed in the crystal bulk by
an exponential law of the form [2]:

P = P(- exp(-t/T)) (2)

Here T, is the spin diffusion dependent nuclear spin-lattice

relaxation time: l/T,=4nND6; where D is the nuclear spin

diffusion coefficient, 6 is the nuclear spin diffusion radius
(3], and N is the concentration of defects that are involved in
the ONP process.
The two ways of recording electrons and nuclei in the polarized
state are optical detection of magnetic resonance (5] and
classical NMR (3,4]. Using experimental values of P obtained for

n

specific relaxation times (2), magnetic field strengths, light
intensities etc., it is possible to establish various P and T,

values, and thus gain information on the nature, concentration,
and distribution of impurities and defects that are present in a
given semiconductor crystal [3,4]. Below, the capabilities of the
ONP technique are illustrated in the instance of n-type silicon
single crystals containing gold donor centers.
The samples used in the experiment were n-type silicon with
initial resistivity 1.0 o*cm. Doping with gold was done using
high-temperature (12000C) diffusion technique, followed by
quenching in oil. Spectroscopic data revealed the presence of a

level in the gap at E + 0.35 eV, known to correspond to an Au0V

donor center resulting from the Au&*Au° transition. Illumination
of the samples was carried out at 77 K using circularly polarized
light from a 1 kW incandescent lamp, with the magnetic field (0.7
0e) being oriented along the light path (3]. Following
illumination, the sample3 were heated to room temperature and
placed in a wide-line NMR radiospectrometer where ONP is measured
using fast adiabatic passage technique (3,4]. Nuclear
magnetization values were taken in the samples ranging with
regard to illumination time from 5 min to 7 hours. Extrapolating
the results of measurements gives the degree of ONP, P , and the

relaxation time T for the 29Si nuclei under investigation.1

3. Results

The observed ONP in n-type silicon doped with gold can be
described in terms of the following model (3]. A neutral Au°

donor center captures a hole, generated by interband pumping,

from the valency band: Au0 + h -+ Au , and becomes an effective
trap for optically polarized electrons. Addition of an electron

.1 m |nn mmm mluumwmnum | t m m ~al
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Kinetics of the ONP degree in silicon doped with gold;

(o)monochromatic interband circularly polarized light; (.)broad
spectrum circularly polarized light; (o,x,A) broad spectrum
circularly polarized light after prior illumination at hu=0.9 eV
for 2h (o), 3h (x) and 4h (A). Solid line - calculated dependence
from Eq.(2).
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from the condur-' n band to Au+ turns it into a polarized Au°

center: Au+ + e °0 The hyperfine dipole-dipole interaction

that must arise zween the polarized Al°* centers and the

surrounding 29Si nuclei results in these nuclei becoming
polarized (3,4], with the polarized state eventually setting up
over the whole of the crystal because of nuclear spin diffusion
(see Eq.(2)). The ONP degree, however, was found varying,
depending on the properties of light used for optical pumping.
Whereas illumination with monochromatic interband circularly
polarized light produced an ONP degree that behaved strictly in
accordance with the above described classical mechanism for
lattice nuclei polarization in semiconductors (Fig.l), the use of
circularly polarized light of a broad spectrum (including the
impurity light) was found to result in a relatively much lower
ONP degree under prolonged optical pumping (Fig. 1). In order to
understand the role played in the observed anomalous behavior of
the ONP degree by the impurity light, the kinetical experiments
on the ONP degree were performed using prior illumination with
monochromatic impurity light. Figures 1-3 show that as quenching
on the ONP degree decreases with prior illumination time, the
nuclear spin-lattice relaxation time (TI) increases (Figs.1 and

2). This is evidence of a reduction in the concentration of

paramagnetic Au centers, the carriers of the ONP. On impurity
light shutdown, the gold donor center system continued in a
metastable state for an indefinitely long period of time as long
as the temperature was kept at 77 K. The concentration of the Au
centers regained its initial level only on heating the samples to
room temperature. The spectral dependence of the ONP degree
quenching is shown in Fig.3. A similar quenching event was
observed for interband photoconductivity. Taken together, these
results suggest that the observed anomaly in the behavior of the
ONP degree is due to metastability of the isolated gold center in
silicon; an appropriate model is presented in Fig.4. The model
postulates that because of a nonmonotonic dependence of the
electron-vibrational constant on the number of electrons present
at the defect, different charge states of a deep defect would
occupy different positions in the lattice and would accordingly
have dissimilar symmetry (Fig.4)(6].. while Au would tend to C

and Au* to D2° the paramagnetic state Au0 is most likely to

assume the lowest symmetry - CIb r7] which lies closest to the

lattice site.
Careful examination of the effect produced by prior illumination
with hu=II light will show that, in fact, we have an optical

analog of the negative-U reaction:
Au° + ho(I,) 4 Au*

2Au 0 + hu(l) 4 Au" + Au* (3)

Au* + 2e - Au-
leading to a slow charge exchange process as the gold centers
tunnel between the positions of differsnt symmetry in the silicon
lattice.
Transition to the metastable state (Au" + Auo) is accompanied on

the one hand by a reduction in the concentration of Au0 donor
centers, and on the other, by a sharp drop in the lifetime of
photoexcited electrons because of the photo-induced recombination
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corresponding decline in the ONP degree, as P is proportional to

the rate of filling the Au° donor centers by photoexcited
electrons, which is a function of their lifetime. An adequate
test of the proposed model was provided by the observation of ONP
regeneration over the spectral range corresponding to the reverse

reaction of Au + Au- + hu(Eg-I1 ) - 2Au° (Figs.3b and 4). The

regeneration of the ONP degree is additionally aided by

photo-ionization experienced by induced Au- centers (Fig.4b):

Au- + hv 4 Au°.  It is of interest that the highest probability
for this process occurs at pumping light energies corresponding
to transition of electrons to the L valley of the conductio
band. It may thus be concluded that the reconstructed Au and Au
states (Fig.4) are of different symmetry and formed mainly from
the wave functions of L and X valleys of the conduction band,

respectively. The unreconstructed state AuO is probably in a
low-symmetry position and is due to the wave functions of the
valency band [8].

Summary

The capability of the ONP technique as a tool to study defects in
semiconductors has been demonstrated in its application to
investigate metastable properties of gold donor centers in
silicon. A model of an isolated gold center has been described
which suggests that each of the defect's charged states has a
symmetry of its own and is formed mainly from the wave functions
of different valleys of the conduction band.
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Nuclear Spin Polarization by Optical Pumping of Nitrogen Impurities
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ABSTRACT

We have investigated optical pumping effects of off-center nitrogen (N) in

Si, on-center N in hexagonal single crystal SiC (6H-SiC), and off-center N
in diamond. It is found that three physical conditions, i.e. (i) nuclear
spin memory, (ii) no electron spin memory, and (iii) large spin flip-flop
relaxation rate w_, are necessary for dynamical nuclear spin polarization

2.
induced by unpolarized light illumination.

1. Introduction

Metastability and bistability of defects in semiconductors have recently
been studied with interest from fundamental and technical points of view. I11
There are several examples in silicon. Light element impurities such as
hydrogen, carbon, nitrogen, and oxygen show metastability/bistability
in the forms of bond-center and tetrahedral interstitial H [1], a pair of
interstitial C and a substitutional C [1], off-center N (2], and a vacancy-
interstitial 0 pair (3], respectively. Among many defects and impurities
with metastable and/or bistable configurations, the off-center N is one of
defects that have geometrically simple structures.(2] For study of meta-
stability/bistability of defects we think motional effects are significantly
important. In a previous paper [4], we reported for the first time an elec-
trcr spin resonance (ESR) measurement of the off-center N in Si revealed the
moti'.,,j effects among four equivalent off-center sites and one on-center
site 'u an optical pumping effect yielding dynamical spin polarization of
nitrogen nuclei. This nuclear spin polarization may be a useful probe for
the study on motional effects and metastabilty/bistability, as well as
hyperfine interaction, of defects and impurities in semiconductors.

In order to explain the mechanism of optical-pumping nuclear spin
polarization of nitrogen impurities with hyperfine (hf) interactions in
semiconductors, we have investigated off-center N in Si, on-center N in 6H-
SiC, and off-center N in diamond. The off-center N centers in Si and dia-
mond have bistable and metastable configurations (2,5], so that optical ex-
citation induces local motion among off-center sites and an on-center site
even at low temperatures, whereas the on-center N in SiC [6] shows no local
motions. In this paper, we report physical conditions for paramagnetic
nitrogen impurities to show nuclear polarization by unpolarized light illu-

mination.

2. Experimental Procedure

Off-center N in Si was introduced by ion implanlgtioi and subsequent pulsed

laser annealing.[2] The concentration was -ixl0- /cm within a surface layer
of -100 nm. The energy level was evaluated to be E -0.33eV.[7] On-center
N in 6H-SiC with a band gap of 3.0eV was doped during subrimation crystal
growth. The concentratioT7was 3obtained by Hall effect measurements at room
temperature to be 3.lxlO /cm . The energy level of shallow donor N in 6H-
SiC was reported to be approximately 0.1 eV.[8] Off-center N center in dia-
mond with a band gap of 5.5 eV forms a level of E -1.7 eV.[9]c
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The ESR measurements were mainly made at a temperature of 4 K with an X-band

spectrometer, using a continuous-flow liquid helium cryostat. Unpolarized
light illumination was performed through a window of ESR cavity ( TEMnl
mode). Background illumination (300 K and visible) was not eliminated.
A Nd:YAG laser with a wavelength of 1060 nm or a He-Ne laser with 1150 nm
were used for Si and SiC samples, and a Xe-lamp or monohromatic light with

energies higher than 2.7 eV for diamond samples. Microwave powers and

light intensities were varied for each ESR measurement to investigate optic-
al pumping effects.

3. Results and Discussion

3.1. Optical Pumping Effects

Typical ESR spectra of N impurities are shown in Fig. 1. Nitrogen, 14N

(99.63% natural abundance), has a nuclear spin of 1, so that three hyperfine

(hf) lines are observed if g and hyperfine tensors are i4sotropic. [2,5,6]

Significant changes in each intensity of the hf lines of off-center N in Si

by optical pumping are seen in Fig. 1(a) and (b). The three hf lines dec-

reases in intensity at 4 K by light illumination at relatively low microwave

powers. The degree of decrease is larger in the order of hf lines at high,

intermediate, and low magnetic fields that corresond to M (quantum number

of N nuclear spin) = -1, 0, and +1, respectively. At higi microwave powers
ESR saturation occurs and the hf lines of M = +1 are enhan.-ed by light

illumination whereas hf lines of M = -1 are supressed.

P= t Ox 10'mW

(a) P = 1 Ox 10
s mW (C) 106 prn loser

1.06 gjm loserof

off W

(b) P=5.0x10
"'mW I__. ___r"__

1.06 jm loser 3200 3220 321.0

Of f

T.4K

Mi:. 0' 10 M

I~ I I _ -J

3190 3220 3250 lIgh on

H (G)

2270 3220 3270

Fig.l ESR spectra taken at 4 K without (off) and with (on) light

illumination for (a) and (b) off-center N in Si (H // <110>),
(c) on-center N in SiC (H // <100>), and (d) off-center N in diamond
(H I c-axis).
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Fig.2 Microwave power dependence of ESR hf lines (*: under light
illumination, o: without light illumination) for (A) off-center N
in Si, (B) on-center N in SiC and (C) off-center N in diamond.
The top (a), middle (b), and bottom (c) figures correspond to
M=+l, 0, and -1, respectively.

For hf lines of N in SiC and diamond, no significant changes are observed
in Fig. l(c) and (d). The relative amplitudes of ESR for M = +1, 0, and
-1 are plotted as functions of microwave power without (offf and with (on)
light illumination in Fig. 2. As reported in the previous paper [41, ESR
changes of off-center N in Si by light illumination is caused by optical
pumping effect resulting in dynamical nuclear spin polarization. Such an
optical pumping effect can not be seen in ESR spectra of SiC and diamond.
In these cases light illumination affects only the spin-lattice relaxation
process, i.e. shortening of the relaxation time.

3-2. Physical Conditions for Nitrogen Nuclear Spin Polarization

For paramagnetic nitrogen impurities with a hf interaction between an un-
paired electron of N atom and the N nucleus in semiconductors, energy
levels in a strong magnetic field and transitions are shown in Fig. 3(a).
Light illumination induces excitation (process U) of unpaired electrons to
the condu.tion bands, and then the excited electrons are captured by N+ ion
(process R). For off-center N centers the illumination leads to local
motion of N atoms at low temperatures, as shown in Fig. 3(b). The Fermi
contact hf interaction between the nuclear and electron spins leads to a
strong modification of the state of the nuclear spin system under certain
severe conditions. In the complete excitation and relaxation cycle, threa
physical conditions are found to be important and necessary for dynamical
nuclear spin polarization of N impurities in semiconductors.

The first is nuclear spin memory during the optical pumping cycle,
otherwise nuclear polarization does not take place. (101 This condition is

generally satisfied in semiconductors at low teloperatures, since coupling
between the nuclei and lattice is very weak. (10,111
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Fig.3 (a) Energy levels and transitions for N impurities in semi-
conductors. Columns (A) and (B) indicate populations in thermal
equilibrium and in optical pumping state, respectively. ( A and
6 represent the zeeman energy gaH/kT and hyperfine energy A/kT.)
(b) Configuration coordinate potential energy curve for off-center
N centers in Si and diamond.

The second is no electron spin memory. This condition should be satisfied
for the electron spins to be strongly out of equilibrium by unpolarized
light illumination. Before any illumination the relative population n. ( i=
1,2,..,6 ) are in equilibrium as indicated in column (A) of Fig. 3(a) Sand,
therefore, the nuclear spin polarization p is approximately 2.6 x 10 at 4
K for off-center N in Si. The spin-orbit interaction becomes larger in the
order of Si, SiC and C. Therefore, for off-center N in Si, excited electrons
is thought to lose spin memory through the spin-orbit interaction in the
conduction band in contrast to diamond with a much smaller spin-orbit inter-
action. This condition yields changes in population at each levels. Thus,
the population ratio t (=n6/n., n5/n2 , n /n ) between the two electron spin
levels leads to increase; i.e., optical pumping occurs. Figure 4 shows laser
intensity dependence of the optical pumping effect of off-center N in Si.
At higher intensities the temperature of excited electrons is relatively
higher than the lattice temperature, so that spin memory is more easily lost
through the spin-orbit interaction, i.e., enhancement in hf line changes is
observed.

Due to the form AI-. = A/2(S I +S I +S I ) of the isotropic hf interaction+- -+ zz

term, the nuclear are dynamically polarized.[10,11] This is because the
term (S I +S I ) allows simultaneous reversal of a nuclear spin and an elec-

* -1 +tron spin (flip-flop). Consequently the third is relaxation process w2 aris-
ing from modulation of the Fermi contact hf interaction which is caused by
lattice vibration. This should not be too small compared with the spin-
lattice relaxation rate w1 and be much larger than w3 mainly originating
from modulation of dipole-dipole hf interaction.(10] The Fermi contact hf
interaction leads to a strong enhancement of the nuclear spin polarizatio,
if the above-mentioned conditions are fulfilled. For the off-center N
centers in Si and diamond and on-center N in SiC, the Fermi contact hf
interaction is much larger than the dipole-dipole hf interaction [2,5,6],
so that w > w. Figure 3 shows temperature dependence of the optical pump-
ing effeci of off-center N in Si. Significant changes are seen below 50 K,
but there were no changes at temperatures above 50 K. Assuming populations
shown in column (B) of Fig.3(a), p is ealuated from the result of Fig.2(A)
to be strongly enhanced up to 4.2 x 10 at 4 K, and n is estimated to be
0.93 that is larger than the value of 0.89 in thermal equilibrium. The spin-
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lattice relaxation rate is known to rapidly increase with increasing temper-
ature. Because of w > w above 50 K, no optical pumping effects take place.
Also for on-center A in 2SiC, w is large as compared with those of Si and
diamond, as seen from Fig. 2. Terefore it is difficult to observe dynamical
nuclear spin polarization for on-center N in SiC by light illumination.

In the previous paper we proposed an idea that enhancement of w2 may occur
by time dependent A(t) (S I + S I ) caused by local motion of N at off-
center sites induced by tight i1lumination. (4] The result that on-center N
in SiC show no dynamical spin polarization is consistent with the idea. It
is inconsistent that off-center N in diamond also shows no dynamical polari-
zation, however, this comes from unfulfilling the second condition due to
a small spin-orbit interaction. In order to moreover investigate the possi-
bility, we have tried to measure the Overhauser effect in ESR spectra. For
off-center N in Si and on-center N in SiC the Overhauser effect were not
detected at 4 K in the condition of microwave absorption saturation, but
only off-center N in diamond showed the effect due to w process. These
results confirm that local motion of metastable/bistable off-center N in Si
induced by light ilumination makes important contribution to dynamical
nuclear spin polarization. More studies are anticipated to clarify the
effect of local motion of defects and impurities.

4. Summary

We have investigated dynamical nuclear spin polarization of nitrogen impuri-
ties in semiconductors (Si, 6H-SiC, and diamond) by optical pumping.
Physical conditions for N nuclear spins to dynamically polarize at low tem-
peratures by unpolarized light illumination were found as follows;
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(1) The nuclear spin memory is retained in the overall optical pumping

cycle,
,2) electron spin memory is lost in the conduction band through the spin-
orbit interaction, and
(3) the spin flip-flop relaxation rate w2 is not too small as compared with
the spin-lattice relaxation rate w1 and much larger than w .
A possibility is comfirmed that local motion of off-center N in Si induced
by light illumination enhances the spin flip-flop relaxation through modu-
lation of the Fermi contact hf interaction.
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ON THE ANALYSIS OF DIGITAL DLTS DATA

C.A.B. BALL and A.B. CONIBEAR
Department of Physics, University of Port Elizabeth
P.O. Box 1600, Port Elizabeth, 6000, South Africa.,

ABSTRACT

A digital storage oscilloscope is used to capture capacitance transients for the DLTS experi-
ment. Two novel data analysis methods are presented, one using a double rate window and
another a digital simulation of the analogue process in a lock in amplifier, These methods
provide considerably more data than earlier real-time analogue techniques and can reduce
the time needed for the experiment. They further constitute a sensitive test as to whether the
capacitance decay contains more than one exponential component. An experimental example
shows that trap parameters should be treated with caution ifobtained by conventional analogue
methods using spectral peak positions only,

I. INTRODUCTION

The DLTS experiment as originally proposed by Lang(l) required several temperature sczns
for the construction of a single Arrhenius plot. One way of reducing the redundancy inherent
in many of the conventional analogue methods is to use digital means to capture the
capacitance-time data and then to subject this transient to appropriate analysis.

In this paper we describe a system in which a digital storage oscilloscope is used to capture
capacitance transients during temperature scanning. Two methods of determining time
constants of decay curves are shown; one a very simple calculation using a double rate window
(DRW) and the other essentially a digital simulation of the analogue process in a lock in
amplifier (SLIA), Both techniques allow many Arrhenius points to be obtained with a single
temperature scan. They also constitute a sensitive test of whether a DLTS peak may be
identified with a single trap with temperature independent energy and capture cross section.

II. EXPERIMENT

The data acquisition is done by a Nicolet 4094B digital oscilloscope with a Nicolet 4570 plug
in. The large range of times per point available on the plug in (lOOns to 10s) allows the
determination of the time constant of the capacitance decay over a wide range of temperatures.
Once a capacitance transient has been obtained it is dumped to a computer and the curve is
digitally reduced to 32 points by a parabolic averaging technique. These points along with
other relevant data are stored on disk for further processing and archive purposes.

III. THEORY

The basic problem of the DLTS experiment is to determine the time constant "t(T) of the decay
of the capacitance transient, assumed to be

C(t)= C0 - AC. e\p - I )(I

at each temperature T. The original methodo) used was to calculate the DLTS signal,
C(tl)-C(t2), for a given rate window defined by two instants t, and t2 measured from the end
of the filling pulse and to determine at which temperature a maximum occurs. At this maximum
temperature the time constant is a simple function of t, and t,.
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The rate window can be varied to obtain different DLTS spectra and the temperature at which
a maximum occurs for each rate window may be found. From these data the Arrhenius curve
of log(T2"t) against 1/T may be plotted, and the slope and y-intercept are used to calculate the
trap energy and the capture cross section.() A similar method may be used with a lock in
amplifier data acquisition system.( 2.3)

In the case of digital systems, one set of capacitance transients for a range of temperatures is
all that is necessary to obtain the Arrhenius plot. Two methods were found useful, giving
different insights. These will be referred to as the double rate window (DRW) technique and
the simulated lock in amplifier (SLIA) technique.

A. DOUBLE RATE WINDOW TECHNIQUE.

Refer to figure 1. Assuming that the capacitance transient is of the form of equation (1), one
obtains

C2 - C, = ACoeYl(- )[1-exp(--)] (3)

with a similar expression for C3 - C2 .
It follows that

I-- I C2C (4)
'r At (,C3-2

and the time constant may be obtained for any given decay curve. If the capacitance decay is
exponential this should be constant for any choice of t and At. This is often not the case
however, and the variation of the time constant with different values of t and At for a given
transient gives an indication of the deviation from exponentiality.

V(1)

j

Cg

! a

Firure I
-" (a) Bias pulse.

___ __ __(b) Schcmautc d;agranl of capacitunc



Materials Science Forum vols. 83-8 7 1149

B. SIMULATED LOCK IN AMPLIFIER TECHNIQUE

In the SLIA technique the DLTS signal is the integral

S = f, TC(t )u(t )dt 5

which is calculated numerically. Figure 2 indicates the meanings of Td and To. The interval
To is arbitrary within the limits of the measured transient and variation of To can be used as
a test for exponentiality.

(a)

Figre 7
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(1()=sn(1 I- ,-T,2/I. 6

an hecsneo hesm agmnt iceteinerl fwt)oe tegve nera sIeo

thes weghtng uncion elminte he nflenc ofthecontan C.Tin(1)
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A theoretical curve of Sh(T) for the DLTS signal may be obtained by substituting equations
(1) and (6) into (5). The result is:

C AC2it-t2exp(-t-/'c){ I - exp(-T /-)}
Sih(T ) = T,2 + 4n1, (7)

for the sine weighting function with a similar expression for the cosine. The DLTS signal given
by equation (5) is of course in effect the same signal as would be obtained with a lock in
amplifier(2). In lock in amplifier DLTS, a time constant and corresponding temperature are
determined from the signal maximum, necessitating several scans at different frequencies to
generate an Arrhenius plot. With our SLIA method the determination of the time constant
is not limited to the signal maximum and so the Arrhenius plot is in principle generated from
a single temperature scan.

Suppose capacitance transients have been obtained at temperatures Ti, i = 1,2.. .N.The algo-
rithm to obtain the corresponding time constants t, is as follows:

1. Calculate Sxp(T,) numerically from equation (5) using the experimental capacitance

transient captured at T,.

2. Find by interpolation the temperature T.,, at which S,,p is a maximum.

3, Using equation (7) find the time constant t,at which S,"(T) is a maximum.

4. For each temperature T, solve the equation

S(T)S , ( t) = s,(m s(T- ).._  (9)

for t,. Sh(-,) is given by equation (7), S., (T,) has been calculated in step I above,
S,,p(Tm,,.)in step 2 and S,,, ( t max ) in step 3.

Note that there are two solutions for any given T (except for T,,,) and the ambiguity is removed
by noting that if T > T,,, then T, > tm,.The solution of equation (9) is illustrated sche-
matically in fig. 3.

St T .1-...... .. St (T)

Theoretical curve Experimental curve

Figuire 3
S,,cm"',ic dj ,;,an spw. u n of cqil;xon 9
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The weighting function, w(t), used should not influence the value of r thus obtained if the
capacitance decay isexponential. However, if the decay isthe sum of more than one exponential
term, the cosine weighting function will emphasize the initial part of the decay transient which
will be more dependent on the shorter time constants in the sum, while the sine weighting
function tends to emphasize the longer time constants.

The SLIA technique is preferable to the DRW technique for the calculation of trap energies
and capture cross sections since an integral over every point on the C(t) curve in the interval
(td, td+To) is used to obtain the DLTS signal, reducing the noise very considerably. However
as a test for non-exponentiality the DRW method is more sensitive and has the advantage of
a considerably reduced computation time.

IV. EXPERIMENTAL EXAMPLES AND DISCUSSION

The much studied EL2 trap in GaAs has been chosen to illustrate the use of the SLIA and
DRW methods. Results of analysis done on an OMVPE n-type GaAs sample are presented
below,

Fig. 4 shows a set of three Arrhenius lines, one generated by the DRW method and the other
two by the SLIA method using a sine and a cosine weighting function. The three curves are
not co-linear, indicating non-exponentiality of the transient, with the DRW method being the
most sensitive indicator, followed by the cosine weighting function.

2I-

tC-

26 2 2 2 30 31 32

1000/T (K"1)

Flgure 4

Arhenius lines for the I.2 :;ap in GaA.

a - DRW rne:,ho
b - SLIA fre-hod. copne uvigh- function.

C -SLIA frc:od. uin= ;etghting f%:ncon.

The non-exponentiality was magnified when the pulse height was small, irrespective of the
value of the constant reverse bias. This would seem to indicate that it was a property of the
boundary between the depletion region and the neutral semiconductor. This was confirmed
by using alternating pulse heights (3.2 Vand 2 V) with a subtraction proccdure4) which made
it possible to ."mp!e a region away the bouadary. The analysis of this data was consistent with
the EL2 being a iinglc trp of energy Et = 0.82 *0.02 eV with respect to the conduction band
and capture cross section 3E. 13 * 2E- 13 cm2; the rather ,rror margin being attributed to
uncertainty in temperawttre measurements.
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Using only DLTS peak maxima to draw Arrhenius curves can give rise to erroneous trap
parameters, especially in the case where traps in a sample are close in energy. Fig. 10 shows
Arrhenius curves for various T. generated by the SLIA method for an OMVPE grown
Al0. gGao sAs sample. The inset is a conventional DLTS spectrum for the same temperature
range. The crosses on the graph correspond to the points generated from the DLTS peak
maxima for each curve.

103

,.., .; o-01s. 0-016S. 00.0%. o r.4.. 0 0.i

C
-j

6 \

I\
5 5 7 U

1000/T (W")

Although these points are relatively co-linear, the resulting trap parameters are very different
to those that would result from an analysis using all the Arrhenius points. Use of very short
pulse widths showed that the DLTS peak contains contributions from at least two traps, a fact
supported by the shape of the Arrhenius curves which show two approximately linear regions
in the 1000/T ranges 5.3 to 5.8and 6.1 to 7.5 K-1,

V. CONCLUSION

We have shown two digital methods for acquiring and processing DLTS data. Such methods
give considerably more insight into the nature of the capacitance transients being analysed.
and in particular into non-exponential behaviour. The DRW method, while relatively sensitive
to noise in the data, is also most sensitive to non.exponentiality and has the advantage of
requiring very little computation in its implementation. The SLIA method involves more
computation, but because it uses every data point in the transient, gives a more stable result
over a large temperature range.
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ABSTRACT

Deep level transient spectioscopy and single-shot junction space charge capacitance transient measurements have
been used to measure the effects of electric-field on the thermal emission rates of trapped carriers in both GaAs
and Si. These measurements reveal inconsistencies when compared to existing field cn mianced emission (i.e. Poole-
Frenkel effect) theory, which casts doubt on the validity of using these measurements for the determination of
defect type, (i.e. donor or acceptor-like transitions), or charge state of the emitting center. Space charge meas-
urements performed on S and Se doped Si reveal field dependencies inconsistent with existing theory for the well
known charge state of these centers as determined by '; 3bsorption measurements. DLTS measurements per-
formed on a defect previously observed in MOCVD grown GaAs show unambiguously an electric-field dependent
emission rate, but differing quantitative results depending on the method used to extract relevant field dependent
parameters. In the case of GaAs, the apparent inconsistencies can be resolved if a temperature dependent field-
effect is assumed; but it is shown that these types of measurements are not accurate enough for the unambiguous
determination of either defect type or charge state.

1. INTRODUCTION

The observation of field-enhanced, thermal emission, of trapped carriers has been used in the past for the determi-
nation of the type of trapping center present (i.e donor or acceptor)1 . These defect type determinations have been
primarily based on the Poole-Frenkel effect model2 . The Poole-Frenkel effect models the potential experienced by
an emitted carrier as Coulombic, giving rise to a reduction in the measured thermal activation energy that is pro-
portional to square-root of the applied electric field. Based on this model, it has been assumed that if the defect
site acquires a net charge upon emission of a trapped carrier, electric field enhanced emission should be observed.
Theoretical calculations also model certain defect sites that do not acquire a net charge upon emission of trapped
carriers (i.e. neutral acceptors) as potential wells that could also have a field effected emission process, however,
most of these are proportional to the applied field to powers other then one half.3 . From this it seems that the
observation of field assisted thermal emission would be enough to determine, not only the type of defect present,
but also its charge state.

This paper will report that even careful field effect measurements on well studied defects in Si4 (i.e. S and
Se) do not necessarily give results consistent with the known type of the defects studied. Field enhanced emission
data is also presented for a defect in GaAs which not only s)-nws these types of measurements are not of an accu-
racy suitable to determine defect type for this defect, but ai, that the method used to acquire the relevant field
dependent parameters effects the acquired values. It is also shown that the ambiguity with respect to the method
used to obtain field enhanced emission parameters can be resolved, at least in the case of GaAs, by assuming a
temperature dependent, field assisted, emission process. 5

2. EXPERIMENTAL AND THEORETICAL DETAILS

The Si samples used in this work were sulfur and selenium diffused p+n diodes similar to those previously
studied 6"8. Special care was taken to make sure that only the isolated impurities were studied. For the case of the
GaAs samples, Pt Schottky diodes were fabricated on MOCVD grown epi-layers as previously described 9 . The
GaAs defect reported in this work has not been identified, but was found previously to have a field dependent
emission rate, and an activation energy for thermal emission of electrons of Ec-0.61eV when the sample was re-
versed biased at -2.5V.

In order to investigate any field effect on the Si samples of this work, sintle shot transient measurements
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were performed10 . In order to have a precise value for the electric-field effecting the emitting center, a narrow
range in the space charge region was selected by taking the difference between two transients recorded at two
slightly different fill pulses V1 and V2 while keeping the reverse bias constant. The sample was held at a fixed
temperature, the transients recorded, the transient subtraction performed and then the results were plotted semi-
logarithmicaly to obtain the emission rate as a function of temperature. In the case of the GaAs samples used in
this work, the technique of double deep level transient spectroscopy (DDLTS) was used to define a narrow obser-
vation window to allow for a precise determination of the applied electric field 11 . The standard rate window tech-
nique, and Arrhenius plots were used to determine the emission rates of the GaAs samples.

The standard Poole-Frenkel effect model treats the trap energy associated with the thermal emission of
trapped carriers as electric-field dependent. The emission rate of trapped carriers, etn, is be given by:

etn(FT ) - A T2 exp [-A EM(F)/kT ]  (1)

where the measured trap depth, A EM, is given by,

A EM(F) = A EM(O) - A Eth. (2)

In the above equations F is the field effecting the emitting center, T is Kelvin degrees, k is Boltzmanns constant.
Eth is the reduction in the thermal activation energy due to the applied electric-field. The constant A is inde-

pendent of temperature and given by

A = ar' vth Ne T- 2 exp(A S/k) (3)

where ao = o exp(-Ec/kT) is the capture cross section, A S is the change in enthalpy, vth the average thermal
velocity and N the density of conduction band states. A simple treatment for a one dimensional Coulombic poten-
tial shows the field dependent decrease in the activation energy to be given by2

A Eth = c F1/ 2  (4)

From the above equations it seems that if DLTS measurements are used to obtain defect emission rates, plots of
A EM versus the square root of the applied field should give the zero field trap depth as well as the Poole-Frenkel
coefficient,c. It is also easily showa that by combining equations (1),(2) and (4) above, the emission rate etn can be
written as

etn(FT) = etn(0,T) exp [c F1/ 2/kT] (5)

In this case, if a temperature independent Poole-Frenkel coefficient is assumed, then plots of ln(etn) versus the
square root of the electric field should also give the Poole-Frenkel coefficient, c. Regardless of the method used
(i.e. plottingA Em vs. F1/ 2 or ln(etn) vs. F 1 2) identical values of c should be obtained.

3. EXPERIMENIAL RESULTS

The isolated S and Se doped defects in Si are extremely well studied and are known to act as double donors 12"14 .
Therefore, according to the classic, one dimensional Poole-Frenkel effect model, both the neutral, (SO, Se0 , i.e.
filled with two electrons), and charged, (S +, Se + i.e. filled with one electrons) centers should show field enhanced
emission upon release of their trapped electrons. Figure ' showb the ln(etn) versus F1/ 2 plots for the neutral S
and Se in Si at the indicated temperature. As can be seen, the neutral So center shows virtually no field enhanced
emission whik the neutral Se center shows a field dependence that is not proportional to F1/ 2 . Similar results
were obtainec at different temperatures 4. It is now pointed out that the effect of electric-field on the thermal
activation ener can also be calculated in three dimensions and in turn, leads to a much more complicated expres-
sion for A Eth A. This, however, does not alter the result that neutral S in Si, a known donor, shows no field effect.
It will also be shown later in this work, that due to the inaccuracy of junction space charge techniques, and the fact
that theoretical models for acceptors exist that predict electric-field dependent emission for these centers, it is
irrelevant which form of A Eth is used. At this point it is clear however, that at least for these well known donor
cenlers, the Poole-Frenkel effect is not apparent in one case, and in the other, the one dimensional Poole-Frenkel
effect nodel does not adequately describe the field assisted emission. The reason for no field effect for neutral S is
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unclear at the moment, however, it has been
suggested that donor centers that have associated t
with them a temperature dependent capture cross
section, implying an energy barrier to carrier
capture, could have their potentials perturbed to
such an extent that any long range Coulombic X )effects, (such as the Poole-Frenkel effect), could be Si:S (132.6K)
suppressed 16 . The neutral S and Se centers in Si " -a-- -- " SI:Se' (115.4K)

ARare known to have temperature dependent capture
cross sections, therefore their field assisted /
emission processes could be suppressed.

One problem associated with field en-
hanced emission experiments is obtaining an accu-
rate value for the field effecting the emitting center.
The trap filling parameters can be adjusted to /
define a narrow region in the space charge region, .01 ---

10l0 200 300 400
but unless the zero field trap depth is know n the ,--0 _. 0_0

calculated value of the electric-field is imprecise. 4/F(V /cm)
For the GaAs samples of this work, the following Figure 1: Thermal emission rates versus
method was used to overcome this problem. i- the square root of applied electric field for
tially a guess was made of the zero field trap depth sulfur and selenium doped Si.

based on the low field trap depth obtained via
DLTS measurements. Next, equation (2) above
was used and these A EDLTS values were plotted versus the square root of the field. The y-intercept should then
be the zero-field trap depth. If the y-intercept was not equal to the initial value used for the zero-field trap depth,
the electric fields were recalculated using this new extracted value. This procedure was continued until the y-
intercept matched the zero-field trap depth by 1%. In this manner the electric fields calculated were at least
consistent with the extracted zero field trap depth. Figure 2 shows the thermal emission rates obtained from DLTS
measurements plotted versus the square root of the applied field for the GaAs samples. Based on Equation (5)
above, the slopes of the curves in Figure 2 should give *he Poole-Frenkel coefficient, c. Figure 3 also plots the
actual A EnDLTS versus the square root of the applied field. This plot was made based on equation (2) above and
again the slope should give the Poole-Frenkel coeffiienL.
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What becomes immediately apparent from these plots is that the Poole-Frenkel coefficients are not equal for the
two methods used. From Figure 2 the value of c appears to be temperature dependent with a value for c of
2.95xlO' 4ev/(V/cm) 1 / 2 at 280K and 3.32x10 4ev/(V/cm) 1/ 2 at 260K. The value of c obtained from Figure 3 gives
a value of 4.8xl0 4eV/(V/cm) 1/ 2 which is different from that obtained via Figure 2. At this point it is tempting to
make the assumption that even though the two methods used to extract the coefficient c give differing values, the
unambiguous observation of a field assisted emission process is enough to at least determine the donor like nature
of this defect. Theoretical work however, on neutral acceptor centers, seems to indicate that for certain potentials,
such as a polarization potential, there should still be a field assisted emission process but it should be proportional
to the field to the four-fifths power. Figure 4 is a plot of the thermal emission rates versus the applied field to the
four-fifths3 . It is clear fiom this figure that the accuracy of the measurement technique is not sufficient to deter-
mine the difference between the square root of the field, or, of the field to the four-fifths power. Therefore, even
the observation of a field assisted emission process is not enough to determine the donor like nature of an emitting
center.

From the analysis of this work it would appear that the Poole-Frenkel coefficient is temperature depend-
ent. If it is assumed that c takes the form

AEth = (a-bT)F1/ 2  (6)

then, the Poole-Frenkel coefficients obtained from Figure 2 are now the temperature dependent Poole-Frenkel
coefficients. Figure 5 shows the plots of these temperature dependent coefficients versus inverse temperature. As
can be seen by this figure, a straight line is obtained implying a linear temperature dependence for the Poole-
Frenkel coefficients of the GaAs sample used in this work. It is also pointed out, that assuming a temperature
dependent Poole-Frenkel coefficient, the apparent discrepancies obtained when obtaining c from different analysis
can be easily resolved. The value obtained for c from Figure 3 is the temperature dependent Poole-Frenkel coeffi-
cient at T=OK. This value was found to be 4.8xl0 4eV(V/cm) "1/ 2 and is in reasonable agreement with the T=0K
value of 5.2xl0-4eV(V/cm) "1/2 extracted from Figure 5.

100 Temp.
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Figure 4: Thermal emission rates versus Figure 5: Poole-Frenkel coefficients, c,
the applied field to the four-fifths power. versus temperature.

4. DISCUSSION AND CONCLUSION

In conclusion, due to the inaccuracy of junction space charge measurement techniques, and the fact that both
Coulombic and certain non-Coulombic traps are theorized to have field enhanced emission associated with them,
the observation of field enhanced emission is not suffici-nt to unambiguously determine the charge sate or the
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donor like nature of an emitting center. Experimental evidence also suggests that the absence of field enhanced
emission is also not sufficient to unambiguously determine the acceptor like nature of a defect center. It is also
shown that based on the GaAs measurements of this work, certain inconsistencies exist with respect to the extract-
ed Poole-Frenkel coefficients and the analysis method used. These inconsistencies, at least in this work, can be
resolved by assuming a temperature dependent field enhanced emission process.
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ABSTRACT

Transition metals form defects in silicon that lead to reduced device performance
and yield. Thus, it is necessary to improve techniques that detect metals in silicon.
Neutron activation analysis has long been used to identify metals and determine
their concentration through the measurement of their characteristic gamma rays.
However, lower energy gamma rays and x-rays (< 120 keV) are also emitted by
metals that have been irradiated in silicon and it is advantageous to detect these
x-rays. This paper describes the use of a low-energy photon spectrometer (LEPS)
system and the gains in metal detection that are possible.

X-rays from elements such as iron, chromium, copper, zinc, and germanium have
been detected in silicon wafers with the aid of the LEPS detector. When these
elements are irradiated by neutrons, they undergo a neutron capture event to form
an unstable isotope that decays by electron capture to a nucleus with one less
proton. An example of this would be 63Cu (n,y) 64Cu--> 64Ni. The Ni atom then
emits the x-rays as a result of the rearrangement of the electron orbitals. The near-
surface region of the silicon wafer is probed since the low-energy x-rays detected
by the LEPS are attenuated within the sample. This allows the location of the
metal atoms to be isolated to either the front or back surface of the wafer.
Advantages for the technique are the high resolution of the detector, the reduction
in background due to the high-energy gamma-ray processes, and the fact that there
are fewer peaks associated with the spectrum than there are with a gamma-ray
spectrum.

I. Introduction

The introduction of contamination, especially transition group metals (Cu, Fe, Co,
Ni, etc), during the fabrication of integrated circuits has been a continuous
problem for the semiconductor industry. The presence of these metals has had a
negative impact on the silicon device performance through the formation of
microdefects in the Si lattice during heat treatments and the reduction of the
minority carrier lifetimes through the formation of generation-recombination
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centers. The concentrations of the contaminants needed to degrade the lifetimes
are very small [1] and are certainly beyond the reach of most conventional
analytical chemical techniques. Secondary ion mass spectrometry (SIMS) and total
reflectance x-ray fluorescence (TXRF) with their ability to quantify and profile
impurities both in the bulk and at the surface have been invaluable tools in the

semiconductor industry. Neutron activation analysis (NAA), following reactor
neutron irradiation, is a versatile tool capable of determining the total impurity
concentration within the wafer with no information on the depth distribution. The
use of y ray spectroscopy with high-resolution, high-efficiency Ge detectors offers
very high sensitivity for most elements in the Si matrix. Unfortunately, when
dealing with contamination studies as a result of processing, there exists a
fundamental problem with any of these techniques. This problem is that they all
assume a uniform distribution of the contaminants. This is not always the case as
observed by the Haze technique [2,3] or by autoradiography [4] following reactor
neutron irradiation. Haze and autoradiography both have shown that the
contamination introduced during device fabrication may be localized on the wafer.

In general, when a material is irradiated with neutrons, the radionuclides formed
dccay by B emission which is followed by the emission of y rays. The resulting y ray
spectrum tends to be rather complex depending upon the contaminants present.
The presence of low-level contaminants may be obscured by spectral interferences
and high background due to bremsstrahlung radiation and Compton scattering. X-
ray spectrometry using a Si(Li) detector or a low energy photon spectrometer
(LEPS), which is a planar high-purity Ge detector, may be used to detect the x-rays
or low energy y rays emitted following the decay of some radionuclides. The
advantages of using the LEPS detector are that the x-ray spectra tend to be less
complex so overlaps of x-ray peaks are minimized, and there is unambiguous
identification of the elements since the x-ray energies are well known. The
detector has high resolution with a lower background since the contribution from
the y rays is minimized due to a reduced response to higher energy photons.
Spectral interferences that may occur are due to fluorescent x-rays from the
detector and bremsstrahlung radiation from the B particles. The latter effect may
be overcome by use of absorbers or by a magnetic field [5,6] set to deflect the B
particles. Self-absorption of the low energy x-rays may be a problem for some
matrices but it may be used to some advantage in differentiating between front and
back surface contamination.

I!. Experimental

Liquid spectrometric standard solutions from the NIST and Alpha Products
SPECPURE Plasma Emission Standards were used to determine the sensitivities
for each element. The x-rays and low energy y rays were measured on an Ortec
LEPS detector with an energy resolution of 195 eV FWHM at 5.9 keV. The ' ray
spectra were measured on a Canberra Ge detector with a relative efficiency of 27%

-I
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and an energy resolution of 1.8 keV FWHM at 1332 keV. The samples were
irradiated at the Cornell University Triga Reactor for 1 hour at a thermal neutron
flux of lx10 12 n/cm2/sec, an integrated epithermal neutron flux of lx10 10

n/cm2/sec, and a fast neutron flux of 8x10 10 n/cm2/sec. A volume of 150 Ml of the
irradiated solution was used to make a point source standard with the activity
measured in a fixed position. The same sample was used to measure both the x-ray
and y ray spectra.

The Si wafers analyzed were 4-inch diameter n-type Czochralski wafers with a
(100) orientation and a resistivity of 30 ohm-cm. The Si wafers were irradiated at
the University of Missouri Research Reactor for 75 hours at a thermal neutron flux
of 5x10 13 n/cm2/sec, an integrated epithermal neutron flux of Ix10 12 n/cm2/sec,
and a fast neutron flux of 8x10 12 n/Cm 2/sec. The samples were cleaned in a dilute
aqua regia solution and allowed to decay for at least 46 hours prior to data
acquisition. The concentrations of the contaminants were determined using the
parametric method of NAA using the fundamental nuclear parameters [7,8]. The
cross sections, resonance integrals, and isotopic abundances used were from [9],
the y ray intensities and half-lives from the tables by Erdtmann [10], and the x-ray
specific parameters were obtained from the Table of the Isotopes [11].

III. Discussion

NAA has been used for the analysis of Si and the characterization of
contamination introduced during processing [12,13] for many years. Si is an ideal
matrix for contamination studies due to its nuclear properties (short half-life, low
neutron capture cross section, and low y ray intensity). When a material is
irradiated by neutrons, all isotopes have a probability of capturing a neutron and
forming a radionuclide. The radionuclide formed may then decay by B emission to
a stable nuclide that is in an excited state (daughter nuclide). This excited
daughter nuclide then de-excites via the emission of y rays to the ground state. In
addition, there are several modes of B decay that give rise to the emission of x-
rays. These modes of decay are: the internal conversion (IC) process following an
isomeric transition (IT), orbital electron capture (EC), and B decay accompanied
by IC. The origin of the x-rays detected for the IC procecs is the parent nuclide
with atomic number Z, the x-rays emitted from EC are frot, the daughter nuclide
with atomic number Z-1, and the x-rays from the B decay plus IC process are also
from the daughter nuclide but with the atomic number Z+1. There are
approximately 60 elements that may be detecteo by measuring their x-rays but
many of them have half-lives that are relatively short so that measurement is
difficult unless they are done at the reactor. There are approximately 30 elements
that have half-lives that are sufficiently long so that they are readily measured. The
measurement of x-rays following neutron irradiation has been employed for the
measurement of the rare earth elements in geological material as well as U and
Th [14-18] but nothing has appeared with respect to semiconductor material. Some
of the more common elements of interest to the semiconductor industry are listed
in Table I. The mode of decay, the x-rays detected and an enhancement factor,
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which is a ratio for the x-ray to the y ray sensitivities, are also listed. As we can
see from Table I, the elements listed all have an advantage of measuring the x-ray
over their associated y rays and would indicate a preference for their measurement
by x-ray spectrometry.

Table . Elements which decay by x-ray emission following neutron irradiation.
Mode of decay, origin of the x-rays, and enhancement factors are listed.

Element Isotope Decay X-ray emitted Enhancement
Factor (EF)

Cr 51Cr EC V 2.9

Fe 55Fe EC Mn no y rays

Cu Cu EC Ni 150

Zn 65 Zn EC Cu 3.3

Ge 71Ge EC Ga no y rays

Pt P9 pt EC Ir 12.6
195 rnpt IT Pt 2.3

Note: Fe and Ge have no enhancement factors (EF) since there are no y rays
associated with the decay from the isotope emitting the x-rays. If we were to
compare the response from the two radionuclides of Fe and Ge, the EF for Fe
would be 3.5 and 285.7 for Ge.

The detection of Cu and Ge in silicon may only be unambiguously determined by
the measurement of their x-rays, unless they are present in substantial quantities.
Their only y-emitting isotopes have short half-lives and are not generally observed.
Ge does have a long-lived isotope but it only decays with the emission of x-rays.
Table II contains the sensitivity or detection limits for the elements of interest in
terms of total number of atoms detected. The detection limits are listed this way
in order to eliminate the dependence on volume and sample size. The energies of
the x-rays are sufficiently low that they undergo scattering and absorption in the
host matrix more then the higher energy y rays and the measured activity must be
corrected for this absorption and scattering. There is essentially no absorption
effects for the y rays emitted in a Si wafer. Typical ranges for the x-rays will vary
from about 160 and 350 im for the Cr and Cu x-rays to over 650 1m for Ge. All of
the elements above Ga would have ranges in excess of the thickness of the Si
wafer.
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Table I!. Detection limits for the x-ray emitting elements following neutron
irradiation. Limits are listed as atoms in a Si matrix.

Element/isotope X-ray Detection Limit y Ray Detection Limit
. (atoms) (atoms)

Cr/ 5t Cr 7.3xi010  2.1xiO1

Fe/ 55 Fe l.lxl0 13

Fe/ 59 Fe 3.8x 1013

Cu/64CU 3.3x 10' 0  5.0x10 12

Zn/ 65Zn 6.1x10 11  2.0x10 12

Ge/ 77Ge 2.6x1011

Ge / 7 Ge 6.Ox 1012
Pt/191pt 2.3x1011 2.9x10 12

Pt/195mpt 1.4x10 11  3.2x10 tl

Note: Th )n limits were determined assuminA a thermal neutron flux of
5xl0 13 n/. n epithermal neutron flux of lx IO n/cm2/sec, an irradiation
time of 75 huuis, and a decay time of 46 hours.

An example of x-ray spectrometry on an unprocessed starting substrate is tabulated
in Table III. The results of the x-ray measurement are presented for both the
polished front surface and the back surface. The irradiation conditions are the
same as those listed for Table i. The measured activity of the sample has been
corrected for absorption within the Si matrix using the photon cross sections by
Storm and Israel 119].
Table III. Analysis of the emitted x-rays from a polished Si wafer following

neutron irradiation. The results are listed as atoms/cm2.

F Sample Cu Ge Fe

Front Side 9.3x 1012  2.9x 1012 3.3x 1014

Back Side 1.7x1013 2.6x10 12  4.8x 1014

It should be no surprise to see the level of Fe and Cu contamination present in this
sample. The presence of Ge has not been reported in the past, although one would
expect to see it since its chemistry is similar to Si, and it is very difficult to
determine following y ray spectroscopy. However, as stated earlier, x-ray
spectroscopy is a viable way to detect Ge.
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In conclusion, the use of x-ray spectroscopy has some advantages over y ray
spectroscopy as stated in the introduction. When used in conjunction with y ray
spectroscopy, it aids in the determination of some of the elements of interest in
the semiconductor industry. The determination of Cr, Fe, and Zn are all enhanced
and the detection limit for Cu and Ge is reduced approximately two orders of
magnitude. The low energy x-rays also allow us to differentiate between the
contamination present on the front and back sides of the wafer.
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ABSTRACT

Electrically detected magnetic resonance (EDMR) experiments showing spin dependent
recombination in commercial p-n diodes are presented. In Si:Pt pin-diodes for the first time
an axial defect is observed by EDMR ( I = 1.97, gL =2.04). Calculations of the recombination
current taking into account the energy levels, capture cross sections and concentrations of the
Pt defects as obtained by Deep Level Transient Spectroscopy (DLTS) show that the spin
dependent recombination occurs at the Pt donor level. In I N4007 p+-n-diodes the isotropic
resonance at g=2.004 often attributed to dangling bond centers (Pb) is studied in detail by
EDMR and DLTS. Isochronal and isothermal annealing experiments show that the defect
behaves very similar as the divacany in bulk Si.

1. Introduction

The detailed knowledge about the the microscopic structure of deep and shallow impurities
in Si has mainly be supported by conventional electron paramagnetic resonance (EPR).
While in the late fifties shallow donors and acceptors were of current interest [1], in the
sixties the role of transition metal elements [2] and vacancy type defects [31 in Si were
investigated in great detail. EPR allowed to conclude about site (interstitial, substitutional;
and symmetry (isolated, complexed, Jahn-Teller distorted) of the point defects. While EPR
is best suited for volume samples, it is often limited for applications in thin, epitaxial samples
and especially in active devices. Detection of electrically active defects by EPR in a space
charge region of a Si diode could bring together two important characterisation techniques,
i.e. the space charge techniques like DLTS and EPR. DLTS gives the information about the
number of defects, their capture cross section and energetical position of the level in gap,
informations not always easy to obtain by EPR, but, more serious, cannot be obtained on the
same sample.

2. Experimental

The EDMR experiments were performed at room temperature on commercially available Si
p-n diodes (IN 4007, BY 448). By forward biasing the diode, with a current flow in the range
from 1 nA up to I mA (recombination current regime), synchronous changes in the voltage
under constant current (Keithley 225 Current Source) by on/off modulation of the
microwaves were detected. The sample was placed in a cylindical TE11 resonator with a
loaded Q of 12000. The microwave system operates in the 9 GHz region (X-band). A
maximum power of 200 mW was delivered by a frequency stabilized klystron (Varian V-262).
DPPH was used as a g-marker. Narrow band lock-in detection (PAR 124A) was essential.
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Fig.3 Electrically detected magnetic resonance observed in the diode 1 N4007 (inset:
measurement under high resolution)

Si/SiO2 interface [8], which is in c-nflict with our result that the resonance is observable in
the recombination current in the space charge region of the diode. Therefore defects present
in the space charge region must account for the resonance. DLTS experiments revealed the
presence of majority carrier traps at Ev + 0.25 ± 0.005 eV and E. + 0.3 ± 0.05, additionally
a miniority carrier trap is found at appr. E. - 0.35 ± 0.05 eV. Neither energy levels can be
identified with the metal elements Au and Pt often used as dopants. By a comparison with
reported energy levels for intrinsic vacancy type defects, two of them fall into the energy
range where the levels of the divacancy [11 have been observed (G7: Ec - 0.3 eV; G6: E,, +
0.24 eV). The DLTS experiments give for the concentrations of all observed traps 101 to
1011 cm3. To support the idea that the divacancy has been observed we studied the behaviour
of the EDMR and DLTS signals under isochronal and isothermal annealing steps. For 15 min
annealing times from 180 °C up to 350 OC the decay of the EDMR signal is shown in fig4
together with the kinetics of G7 and G6 taken from [10. The isothermal annealing
experiments at 310 and 330 OC showed thermally activated behaviour with an activation
energy of 1.45 ± 0.05 eV, the pre-exponential factor was determined to be (2 ± 1) • lop 0 .

Both results correlate closely with the well established kinetics of the divacancy [11,12). The
charge state of the divacancy, which is responsible for the EDMR resonance signal, the singly
ionised donor and acceptor charge states of the divacany are paramagnetic, remains
undetermined at the moment. Low temperature measurements are needed to compare our
results with conventional ESR investigation, which were restricted to temperatures below 120
K
Vacancy type defects in Si are produced by particle irradiation (electrons, neutrons etc). The
device fabrication also includes processes where vacancies can be formed (e.g. implantation,
metallisation). If after the last fabrication step no proper annealing has been carried out (that
might be plausible for such a low cost device) vacancy type defects might still be present in
the Si pn-diodes.
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Fig.1 : Angular dependence of the electrically detected magnetic resonance line at room
temperature, & =9.51 GHz. The inset shows the resonance together with the g-marker
(negative signal).

3. Experimental Results and Discussion

a)Si:P p ode
Fig.1 (see inset) shows the EDMR signal obtained as microwave induced change in the
voltage, when the diode is forward biased under a constant current of 500 nA (the negative
signal is due to the g-marker DPPH). The signal is observed from a few nA up to mA with a
maximum at 500 nA in the recombination current range of the diode. However, in contrast to
other experiments, the EDMR signal is not isotropic: We observe the resonance position for
B0l111( ) at g=1.97 ± 0.01 and for BO(111) at g=2.04 ± 0.01, the measured angular
dependence is periodic in 180 degrees and resolves the axial symmetry of the defect (see
fig.1). The observed g-'alues point to a deep center in Si.
EDR detects the spin resonance of the defects in the space charge region of the pn-diode.
This gives the possibility to use the same device for capacitance spectroscopy, DLTS. A
complete analysis of the DLTS experiments revealed the presence of only one dominating
majority carrier trap at Ec - 0.23 ± 0.005 eV with a electron capture cross section ( a ) of
5 . 10"14 cm 2 and a concentration of appr. 6 - 1013 cm"3 (the shallow background doping
was estimated from C-V measurments to be appr. 4 _ 1014 cm'3). These results identify the
center as the Pt 0/- acceptor level in Si f4]. DLTS also revealed the presence of two
additional traps at Ec - 0.55 eV and Ec - 0.3 eV but in concentrations 10-4 below the
background dopir.g. Under forward bias the Pt related donor level at E, + 032 eV was
observed as a minority carrier trap. The DLTS results are in line with informations obtained
from the manufacturer of the diodes. Pt was introduced into the diodes as a life time killer
resulting in faster switching times [5).
The question which charge state of Pt is involved in the spin dependent recombination, can
be answered when we examine the relative contributions of the Pt donor and acceptor level
in the Shockley-Read-Hall recombination of the diode. We use the numerical I dimensional
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Fig.2: Numerical simulation of the different recombination rates for the diode BY 448 Si:Pt

solution of the stationary semiconductor equation (poisson equation, continuity equations for
electrons and holes) [6]. The doping concentrations on both sides of the p-n junction are
taken to be NA =ND =5 • 1014 cm 3. For the calculation the voltage was set to VD = 0.1 V. In
the numerical simulation the recombination rate R. through mid gap centers with
concentration dependent electron and hole lifetimes is compared with the recombination rate
Rpt through the Pt acceptor and Pt donor level. The parameters for the Pt centers, i.e.
binding energies and cross sections are taken from the DLTS experiments. For the Pt 0/-
acceptor level we used E. - 0.23 eV and aA = 5 . 10-14 cm2, for the donor +/0 level the
values Ev + 0.32 eV and aD = 1 • 10 "14 cmi, both with equal concentrations of 7.5 • 1013
cm 3 . The electron and hole lifetimes are taken to be equal, their respective values for the
acceptor and donor centers were estimated to be TA = 6 • 10"7 s and tD = 1 10-7 s. The
result of the simulation is shown in fig.2. The Pt related recombination is higher than the
typical Si ( Rs ) recombination. The difference, which is about one order of magnitude for
VD=0.1 V (the corresponding current is 65 nA), increases further with increasing applied
voltage. One further important aspect is, that the contribution of the Pt acceptor level to the
total recombination rate Rtot is negligible compared to the contribution of the donor level.
This recombination rate does not differ from R._. shown in fig.2 (the simulation also shows
that contributions from the shallow donor level Pt+ +/+ appr. 70 meV above the valence
band [7] have no influence on the recombination). Pt+ is expected to be paramagnetic and
our calculations of the recombination current indicate that the donor level is dominating. We
therefore tentatively identify the EDMR resonance to Pt+ . However, no EPR results for a
comparison are available so far.

The first successful experiment using EDMR experiments in commercial 1 N4007 Si p-n
diodes dates back till 1976 [8]. No clear microscopic structure identification of the defect
being responsible for the spin dependent recombination has been given, similarities with the
Pb centers have been pointed out [9,10]. Fig. 3 shows the EDMR signal obtained as
microwave induced change in the voltage, when the diode is forward biased under a constant
current of 500 nA. The EDMR signal is within the experimental resolution isotropic with a g-
value of g =2.004, under higher resolution and signal averaging we note that the it consists of
two lines. Recent experiments attributed the resonance to the Pb centers located at the
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Fig. 4: Isochronal (15min) annealing experiments (resonance intensity as a function of
annealing temperature, full squares) performed on the diode 1 N4007 in comparison with the
results reported in ref. 11 (open symbols).

In summary, electrically detected magnetic resonance investigations in ;i p-n diodes showed
spin dependent recombination with deep centers. We present experimental evidence that a
Pt-related center and the divacancy defect are involved. The EDMR technique can be an
important step forward to apply the great potential of magnetic resonance to the defect
characterisation in active devices.
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ABSTRACT

We report on the determination of valley-orbit splittings of nitrogen in
different SiC polytypes by exploiting the temperature dependence of the
ESR signal amplitudes.. The effect is shown to be caused by an Orbach
spin-lattice relaxation process and, therefore, enables us to measure
relaxation times. The reliability of the method was tested by detection of
the Is ground state splitting of phosphorus and arsenic in silicon and it
is applied to other defects in Si:P as well as to the GaAs antisite related
defect in GaAs. New results on hyperfine splittings are presented, too.

I.INTRODUCTION

The electrons of group V donors in silicon are known to exhibit an expo-
nential spin-lattice relaxation at sufficiently high temperatures and the
energy involved, AE, is the valley-orbit splitting of the Is ground state' .

AE determines the spin-lattice relaxation time T, and its measurement in
the interesting temperature range usually requires saturation experiments
and/or the observation of line broadening by loctron-Spin-ResonanceI .

Binding energies of the ground - and excited states are nowadays ex-
tracted from optical - or Raman spectroscopy because of their enormous
energy resolution. However, additional Informations are required to as-
sign a spectrum to a particular impurity at a certain lattice site and
some of these methods are much less sensitive than ESR spectroscopy.
In addition the valley-orbit splitting of the ground state together with the
hyperfine splitting observable by ESR give useful informations for cor-
rections to the effective-mass theory which usually predicts well the
binding energy of excited states but not the central-cell potential.
It is the purpose of this paper to show that ground state splittings can
be simply determined by the detection of an anomalous decrease of the
ESR line amplitude with increasing temperature which is caused by the
exponential temperature dependence of T1. The phenomenon is observed
on donor resonances in different substances as well as on an acceptor
resonance. Compensation is suspected to influence the data.

2. MODEL

We assume inhomogeneously broadened ESR lines of Gaussian shape com-
posed of Lorentzian spin-packets with half-widths AH9 1 / 2 and AHI1/ 2 ,
respectively. At low temperatures the spin-spin relaxation time Ta de-
termines AHII/ 2 . However, at high temperature T, rapidly decreases and
equals T, and, thereby, determines the width of the Lorentzian spin-
packets because TI " s T 1 -- yeAH 1

1 / 2 (y = gyromagnetic ratio) as shown _3

in ref. I.
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Computer simulation of this prosess was done by multiplication of i Lorentzian
line amplitudes centered at 1=11 with a Gaussian distribution centered at
Ho on a finite magnetic field scale iH 1 . For a given half-width AH9 1 /2
we typically used Hl(j+1 )-Hl, = 1/100*AHg 11/ 2 and i=1000. Increasing the
half-widths of the Lorentzian lines we kept constant the area A under
each Lorentzian absorption curve and added up all contributions of the
other lines to a particular position H11. This simulated the transition from
a Gaussian absorption curve (AH 1

1/ 2 /AH9 1/ 2 ( 1) to a Lorentzian one
(AHI1/ 2 /H 1 /2>> 1). The absorption derivative of the resulting line with
amplitude Y'%, and its integral value A' were determined numerically to
check up the influence of different mo, ulation amplitudes and the constancy
of the total intensity which represents the number of spins.

. , , Figure 1 shows the depen-
Simulation dence of A', Y', and the peak-

. to-peak width Hpp of the
Hpp absorption derivative on the

= .. '• ratio R = AH 1I/2/AH9i/2.
L ~For R < 0.1 A' changed only

S I within 2Z with a tendency to
1 °95' increase with larger R. The

.. drop of A' for R 0.1 can
A -0go' well be explaind by cut-off

cut-Off estimtn--- effects which for Lorentzian
o.as lines can be estimated by:

0 1 0 1.5 20 A'- A0 * (1- AH12/2 / fl"a);
"H'2 /AHg 1 / 2  with a being half of the finite

field widthz. Usually, the
FIGURE 1: Simulated dependence of the increase of Hpp (by a factor
peak-to-peak width Hpp, the integral of 2 in this example) is ex-
absorption A' and the amplitude of abs. Id3 t
derivative Yj'on R-AHI Z1 ,/HQ 1 / 2 . Note PI ite o determine T1 even
different scales. Estimation from ref.2. though Y', changes in same

range by one order of magnitude.
Within an experiment the decay of the line amplitudes will even be sharper
because of the natural temperature dependence of the absorption derivative
amplitude Y' which is assumed to be given by the Curie law: Y' - C/T. (It
is noted that other dependencies may be observed but It is easy to extend
the results to such cases). Thus, to compare with the simulation we have
Y*,= Y'*T and the deviation from the Curie law in case of line broadening
will be given by C-Y'*T.

Numerical values for the exponen-
r tial decay of T, in Si:P were taken

-from ref.3 (see fig.2). They couplePl t o°X - ,/k'r)

1o K *S-t 5- the Lorentzian line widths with a
ac - It m*V particular temperature because

P 5 T -'= y'AHII/ 2 . By use of fig.1
-- Exoeta ... ,,,, the relation Y'*T(T) is, therefore,

Sm,,,'* s/- 3s. fixed if we choose C=1 and
H 1 - 2 (p) *2.2G. One expects

• o Y'-C/T *(1-f(T)) with f(T) being
05 an unknown function describing

the deviation from the Curie law.
f(T) must be rather complicated

0035 0055 because the resonance lines are
Invers .Tmperatur. c' neither Lorentzlan nor Gaussian.

However, we show in fig. 2 that
the simulated ratio Y*T/(C-Y'*T)

FIGURE 2:Approximation of simu- can be approximated very well by
lfted and normalizedamplitudes b exp (E/nkT). From comparison
an exponential function. Numerical with the i lmparwe
values from ref.3. with the input value &Ezllm#V we

find mal.31.

nnI l l 1 N IiI l I• 111 l i i I l • i IiT l l [i• IIIN~i
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Several possible dependencies were controlled by simulation and they are
as follows: 1) m does not depend on the modulation amplitude Hm if Hrn
0 5 Hpp, Otherwise it decreases and needs to be corrected. 2) The plot
ot Fig.2 is sensitive against a proper choice of C. Wrong Curie constants
oroduce S-shaped curves, 3) If two parallel Orbach relaxation processes
are present with different energies, IAEI-AE2I must be larger than It
5meV to recognize a bending in the curve. Otherwise a mean energy is
determined. 4) In case of signal superpositinn the plot is dominated by
the largest signal and the highest energy. 5) For HI1/2 ) 2.3 AH9 1 /2
the plot deviates from linearity.

3. APPLICATIONS

ESn spectra were recorded with a Bruker X-band spectrometer between
2K and 293K. The absolute temperature calibration was 1K. Different
samples were investigated and they are listed in table I together with a
summary of the experimental results. Small samples were used to avoid
disturbances of the cavity by conducting samples.

Figure la shows ESR spectra of the phosphorus donor. With increasing
temperature the line widths change by a factor of P,2 and the decay of
the signal amplitudes is enormous. The line shape changes from Gaussian
to Lorentzian with higher detection temperature and the central hyperfine
splitting A decreases. Also, this is exactly the temperature range where
one would expect to find line broadening and decay on basis of the data
of fig.2 were we used values for T, measured on P in Si s . Thus, Orbach
relaxation to the excited valley-orbit states causes the effects. We at-
tribute the reduction of A to an admixture of the E and/or T2 states
(which have a node at the nucleus site) into the A, ground state by tran-
sitions which do not flip the spin. No resonance of electrons in the con-
duction band can be seen because excitation into the conduction band is
still very weak at this temperature. Similar observations were made on
the arsenic spectra with the exception that we did not record a reduction
of A. In fig.4a we show the Arrhenius plots of the signal amplitudes.
Using m=1.31 the extracted energies are both by a common factor of
1.28 larger than literatura values for the A, to T2 splitting of Pand Asin

St P Nh Nh I. Nh2

SH-SIC N I SR-SiC N
7- 52K

T- 31 K

T 
T. 

- 1 SK

o BK 

T- 1

1 ~ 2 X1~ 47 K

*0 K

X2 16K 
I

N. 1. NCZ ~ Ncz~~3

3370 3320 3410 3430 3360 33 G 400 341 3300 390 2400 3410
M e ti Field '*I Magnetic Field (a) MeagneIc -lold (O)

FIGURE. 3 3b 3C
ESR spectra of the indicated systems. Hyperfine splitting is caused by
the nuclear spins lp1,/2f6 and I zih. Scaling factors and detection
temperatures are indicated. N., I nitrogen on cubic or hexagonal site.
6H-SiC:two cub-and one hex. site; 15R-Sig:three cub.-and two nex. sites
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TABLE I.,
Materials properties and summary of the experimental results:
g~g-value of the dopant: T1= spin-lattice relaxation time;

AEenergy from Orbach process; experimental error of 6E k1I5%;
...Eiit= valley-orbit splitting from literature 4.6;
-energy value adjusted with m=1.67; += signal superposition

A~hyperfine splitting; Am(T)=minimum detected at temperature T;

Subtace Dpi I I 'i(T) I A I Am(T) I LE I &Eiit I

tcm-39K) I I (6(K)] I CGIt WII meV] I I meV1 I
Si:P 1015 1.998 3.2 10-7( 26) 42.0 37.7(34) 11.8' 11.7

Si:As i015 1.998 2.2 10-7t26) 71.0 2 21.0o' 21,1

Si: P~difIf. inhomog.1.998 8.0 10-7(34) - - 11.3 -

PD'-Si:P lots 1 996 2.9 10-7 (27) - - 3.4; 12.6 -

anfeatr.

3C-SiC:N k 10'8 2.005 3.2 10-7(23) - - 4.7 -

4H-SiC:N. f 10 17 2.004 4.0 10-7( 82) 18.0 17.5(109) 45.5 -

6H-SiC:Nh A 1017 2.005 6.7 10-7(19) 1.1 1.0(35) 3.8;13.0 13.0
paBy cryst.

6H-SiC:N 1016 60.3
Nc*: 2.003 1.0 10-6(81) 11.5 - 61.1 62.6
Nh: 2.005 1.0 10-6(44) 1.0 0.7(56) 12.3 13.0

15R-SiC:N 1016 54.9
Nc 1:2.003 1.0 10-6(81) !0.8-ML - 58.8 560

Nh 1:2.005 1.2 10-6(33) - - 8.1 7.7
Nh2*: 2.005 0.8 10-6(45) ft 1.3 - 12t4 11.8

PD-GaAs: undop.
(fa*Pins s2.05 94 10-6(12) - - 3t2 -

Singlet+ k 2.05 ;u 10-9(47) - - 21110
(backgr.)

silicon (11.7 and 21.lmeV).Th~s suggests that the algorithm used in the
simulation underestimates the drop of Y, (R) In fig.1. The same conclusion
comes out from comparison of absolute T, valuoes: from fig 1 one extracts
that H' 1 / 2 equals 0.5H1-1 2 for 0.52*Y 1*. From this condition we de-
termined T, from the amplitudes and listed them in table 1 (3.2 10-7 and
2.2 10-' s for P and As at 26K, respectively). Comnpared with T, measure-
ments of ref. 3 (1 107 and 8 10- s for P and As at 26K) the agreement
is already satisfactory but our values are systematically larger cuggesting
again a steeper decay of Y*1 (R) in flg.1. Thus, we fixed m to be 1.67
from the experimentis on Ar. and P in Si (table 1) and used this value
later on.

Nitrc ;.-n in SiC polytypes exhibits different valley-orbit sptittings de-
pending on Its local environment and the polytype5

. In figure UL w
show X-band spectra of fi1J=JI. where we rould resolve the hyperfine
splitting of nitrogen on the hexagonal lattice site Nh. The two cubic sites
N,1. Nc, of this polytype can partly be resolved in other orientations of
the crystal with respect to the magnetic field. Determination of the energy
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Normalized ESR line amplitudes and their agproximation by an ex-
ponential fit versus inverse temperature. Fr results see table I.

related to an Orbach process is shown in figures 4a and 4b. The results
are listed in table I: measured energies are in good agreement with litera-
ture data of valley-orbit splittings in 6H- and 15R-SiC * but different
values of the cubic lattice sites could not be observed because of the
signal superposition; the hyperfine interaction of Nh depends on temperature
as in case of Si:P which is why the signal degenerates to a singlet at
60K in fig 3b; T,-values of N on cubic and hexagonal lattice sites are
very different. In the j!_R-Si spectra of fig.3c the 6 lines of N on the
two hexagonal lattice sites interfere with three lines of N on cubic sites
at 3395 G which makes measurements of line amplitudes difficult. However,
the Nh signal decays very similar to that in 6H-SiC (12.3 meV) with the
exception of the isolated line at 3398 G which is nearly absent from the
spectrum at 47K because AE= 8.1 meV. Literature values for valley-orbit
splittings of the hexagonal lattice sites are: 7.7 and 11.6 meV s and they
suggest that the isolated line is part of one Nh spectrum The three spectra
of N on cubic lattice sites superimpose and can partly be resolved In
fig.3c at 47 K and 3383 G. From table I It can be seen that AE is slightly
smaller than in 6H-SiC but the superposition causes deviation from the
established values. In . the hyperfine splitting of cubic nitrogen is
the !argest of all polytypes but AE is smallest.

In fig.4b we compare the results on 6H-SiC: Nh ,6H-SiC:Nh( polycrystalline)
and 3C-SiC:N (with higher doping the triplet structure of N in cubic SiC
vanishes and is replaced by a singlets which we observed). For the 6H-SiC
polycrystalline sample it can be seen from flg.4b that it exhibits a very
shallow activation (3.8 meV) at low temperatures before the valley-orbit
splitting shows up. In case of 3C-SIC:N we measured a comparable small
activation energy (4.7meV) throughout the temperature range. This makes
us doubt to attribute this energy to a valley-orbit splitting. From experi-
ments on Si:P it is known* that T, shortens in case of compensation.
Since a similar effect is observed in the PD-SI:P sample (fig.4a) which
we know to be compensated" it is tempting to ascribe such low activation
energies to hopping processes between occupied and unoccupied donor
sites within an impurity band but other interpretations are still possible.

The ground state splitting of different donors in silicon is characteristic 4

and may help to identify Impurities. This is useful in cases where no
hyperfine splitting is observable by ESR for some reason. In plastically
deformed PD-Si:P a new anisotropic and dislocation related signal was _
observed"° showing no hyperfine splitting. Also. P diffusion in Si can give
rise to anisotropic, unsplit line at g=1.998 in spite of the low P concentra-
tions in the sample ( 10'Scm-3). In fig. 4a and table I we show that the __
valley-orbit splittings of both defects are very similar to that of isolated _-_

P in Si which suggests that phosphorus is the impurity causing the spectra.
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An application to P~n acceptor concerns fig 5 which shows the AsG, antisite
defect and a new four line spectrum detectable in plastically deformed
P0-GaAs". From the huge similarity of the new spectrum to one in P0-GaP
it was racentiv concluded that it is due to the GaA, antisii efet 12

which should be a double acceptor if it is isolated. It can be seen from
fig.5 that the four line structure around 3000 G degenerates to a broad
line as Ithe temperature increases, Between 40 and 80K the broad line
disappears, too, and an almost undisturbed Asr., antisite spectrum is
detectable. The inset of fig.5 shows that simulation of a temperature

dIependent broadening of the four lines
(Hpp-' 150G) on a background line (Hpp'-

_______________5 OG)explains the observation. Rroadening
P0-a. A. Smof single lines is hardly observable because

w~d~~d /of signal superposition but from the
amplitude drop of the four lines, 3t2
m eV could be extracted while the back-

U T- ICK ground line decays with 21i1OmaI! at
IM 602KSicTmsbesoteog

V obroaden also the backgruund line.
IC V2 1 which requires high temperatures, the

result suggests that the four lines and
L ithe background are due to one defect

Mesnetic rigd (a with T, showing a shallow and steep
decay like PD-Si:P in fig.4a. Compensation
is acparent due to the presence of the
Aso, signal and acceptor excited statec

FIGURE 5: ESR signals in piasti- ar mutn.TbeIsoshaTi
cally deformed GaAs: Asa, and vr shortait. Tabl wic shows ththe i
G&A~:ntisite defects. The insetveysott1Kwhcagesihte

sosthe simulated decay of the fact that the spectrui is hardly saturable
GCA. lines due to broadening. even at SK with C.5W of microwave

power. Very similar saturation bohaviour
is observed on the Gap-spectrum in P0-GaP1 2 which stresses th~e identity
of the spectra and suggests that the resolution of Ga antisite related
defects in GaAs and GaP is limited by T, broadening.
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DISLOCATION ASSOCIATED DEFECTS IN GALLIUM ARSENIDE BY
SCANNING TUNNELING MICROSCOPY

0. SIBOULET, S. GAUTHIER, J.C. GIRARD, W. SACKS, S. ROUSSET and
J. KLEIN
Groupe de Physique des Solid;s, Universitds Paris VI et VII, Tour 23, 2 place
Jussieu, 75251 Paris Cddex 05.

ABSTRACT

STM is used to analyse volume defects of GaAs. Very high defect
concentration areas are obseived. The defects are identified to be mainly
gallium multivacancies. The role of dislocations in the clustering of these
vacancies is shown. The inhomogeneity we identified in our sample could
account for the discrepancy which is commonly observed between DLTS
and positron annihilation in the determination of vacancy concentration.

Scanning tunneling microscopy (STM) was developed by Binnig, Rohrer,
Gerber and Weibel 1. In this technique, a tip is scanned over a surface and
the distance between tip and sample is monit-red by piezoelectric ceramics
so as to keep the tunneling current constant. Atomic resolution can be
achieved on many samples, such as the 7x7 recostruction on silicon (111) 2

or graphite 3. The tunneling current is due to the overlap of the wave
functions of the tip and sample. If the rOle of the tip is neglected 4, the
images can be interpreted in terms of local density of states of the surface S.
Our microscope is similar to the one developed by Gerber 6 . The operating
pressure in the vacuum chamber is below 10-10torr. The time between
cleaving and imaging is less than 20mn. Prior to the experiment, the tip is
heated in situ by electron bombardment. The whole system allows us to
obtain atomic resolution regularly.
The sample we deal with in this paper is an as grown HB wafer, Si doped at
a concentration of 1018cm-3.
The cleaved surface of Gallium arsenide - (110) - was first observed by STM
by Feenstra and Fein 7. According to the polarization of the tunneling
junction Vt, taken to be the sample bias relative to the tip, electrons tunnel
from the tip to the sample (Vt>0) or from the sample to the tip (Vt<0).
Then, on semiconducting samples, STM reveals conduction or valence
states, according to the applied bias. In gallium arsenide, the local density of
filled (valence) states is higher on arsenic atoms, whereas the local density
of empty (conduction) states is higher on gallium atoms. This tendency is
stronger on the surfaces, since electrons of the gallium dangling bonds
transfer to the arsenic dangling bonds 8. This is why it can be said that
negative bias shows arsenic atoms whereas positive bias shows gallium
atoms. These two types of measurement can be carried out simultaneously
by inverting bias between each scan 9.
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Point defects were resolved by Stroscio et al 10 as well as by Cox 1. Cox
observed arsenic and gallium point defects, which he attributes mainly to
vacancies.

We present our results in two steps. To begin with, a very high defect
density area is shown, and then a smaller area with smaller defects. The
analysis of these two results allows us to draw out conclusions.
We observe very high defect concentration areas. Figure 1 is an area of
33nmx26nm, taken at negative bias and showing about a hundred [1-101
rows of arsenic atoms. 12 dark spots, about 2nm large, can be seen. But we
are mostly concerned by areas extending in the [1-101 direction, about 2nm
wide, where the position of the tip during scanning shows instabilities.
These areas are indicated by "D". Now, the only extended defects in crystals
are dislocations. Besides, the [1-101 direction is the intersection of the (110)

cleavage plane with one of the (111) or (11-1) slip planes of GaAs
dislocations. We conclude that these areas of tip instability can only be
related to dislocations.
The reason why dislocations appear in the deavage-plane is that they are
split: their stacking faults extend in the (111) or (11-1) planes.
Because of the dislocations, one expects to see steps or extra atomic rows. In
figure 1, the black to white scale corresponds to 0.2 nm, which is the height
of a monoatomic step on a (1101 face of GaAs. The presence of steps in the
area can be ruled out, because they would give rise to a strong contrast. Since
there are no steps, Burgers vectors have to belong to the cleavage-plane.
This reduces the possibilities to the vectors 1/21-101 or -1/2[1-101. Thorough
analysis by Fourier transforms did not reveal any extra [0011 row or stacking
fault area required by dislocations with such Burgers vectors. It can be
inferred that dislocations are not present when we examine the sample.
What we see are not the dislocations, but the point defects which clustered
during growth on the stacking fault planes.
We attribute them to gallium vacancies: instabilities of the tip are very
probably due to scanning over arsenic atoms, linked to gallium atoms
among which many are missing. In fact, a zoom of another area of the
sample helps to determine the nature of these defects.
Before doing so, we can obtain a rough estimate of the defect concentration
in figure 1. Since there is about one (111) (or (1-11)) ex-stacking fault plane
out of ten crystallographic planes, and that these stacking faults have
attracted approximately one defect monolayer within 3 or 4 interatomic
distances, the average defect concentration in this area is about 10%, which
is also 2xlO21cm-3. Such high values are not unexpected 12.
As we saidwe need to carry out the analysis of smaller defects to confirm
that we observe gallium vacancies. Figure 2a and 2b are images of another
area taken simultaneously at two different voltages: figure 2a shows arsenic

* atoms and figure 2b shows gallium atoms. Although they look different
from the ones in figure 1, we shall see that defects in figure 2 have the same
origin: dislocations. Figure 2c and 2d show cross-sectional cuts displayed at
the same surface location. We analyse the defect on the right of 2a and 2b to
be a gallium multivacancy.
In figure 2b we see atoms missing on the gallium rows. On the 2c cross-
sectional cuts, which are near the defect, Z(2.2V) shows local maxima evenly

I illlUn• I i I l-l lI ~ ld I l il l Uli lI I l I
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Figure 1: a high defect concentration area.
n+ (Si) HB sample. Size: 26nmx33nm. 0.2nm from black to white. Tunneling bias:
-1.9V. As atoms are seen.
About 12 dark spots can be seen. Besides, areas extending in the [1-10) direction, about 3
or 4 atomic rows wide, indicated by "D", produced tip instabilities during scanning.
They are due to gallium vacancies clustered on split dislocations.
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Figure 2a: gallium multivacancies. Fim 2 b: the samen a taken
n+ (Si) HB sample. Size: Ilnmx7nm. sumultaneusly at a tunneling bias of
Tunneling bias -. 5V. As atoms are seen- 22V. Ga atoms are seen.

-Z(-I.SV) Asatoms (pm) -Z(-5v As atoms (p)
- -Z(21V) Ga atoms -Z(22V) Ge atm

Ft . - - -

li
, I

L oI 3 I 4 3U) 3 4 6

Fure 2 : A Figum 2 d: CD
2 c and 2 d ar. cros-sectionnal cuts taken at two polarities between A and B
or C and D. Positive polarity shows gallium atoms, whereas negative
poladry shows arsenic atoms. In 2d, the missing Ix maximum reveals the
absence of gallium atoms, whereas no arsenic atom is missing.
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spaced, whereas in 2d, a gallium atom is clearly missing around the position
2.5nm.
2a is more difficult to analyse, because extra negative charge produced by the
defect induces band-bending and repels electrons from the valence band.
When the tip is scanned over this area at negative bias, the control loop
lowers it so as to keep the cuirent constant. This is a purely electronic effect.
In figure 2a, local maxima can be seen on the location of each arsenic atom.
The impression one can get from observation of the image is confirmed by
thorough examination of the cross-sectional cuts Z(-1.5V). In figure 2d,
maxima on arsenic atom locations can be distinguished, just as in 2c, which
is taken near the defect.
Figure 2 shows that only gallium positions are concerned by the defect.
More difficult to rule out is the possibility of arsenic antisite clustering or
dopant (Si) clustering. We observe many defects ranging from the one in
figure 2 to the ones showing tip instabilities in figure 1, so that they can with
no error be attributed to the same origin. If they were any kind of atom
clusters, they would not show such tip instabilities.
Other methods confirm this hypothesis. X-ray intensity measurements have
shown that that the regions surrounding dislocations have a higher arsenic
concentration 13. Positron annihilation (PA) reveals the existence of high
vacancy concentrations, of the order of 1018 cm 3 14. The defects are attributed
to arsenic vacancies because gallium vacancies, which are acceptors, should
trap free electrons and decrease conductivity in n-type material. However,
conductivity measurements are not relevant for highly inhomogeneous
materials.
The [1-10] direction of the defect is strong evidence that it was created by a
dislocation. In larger images, we can see that many of the defects such as
those in figure 2, although several nanometers distant, are often aligned
together in the [1-101 direction. Besides, clustering of gallium vacancies is
unexpected, since without the presence of dislocations, negatively charged
defects should repel each other. The r6le of dislocations in the clustering of
gallium vacancies in figure 2 is clear.
A discrepancy between PA and deep level transient spectroscopy (DLTS) can
be accounted for by the inhomogeneity of the vacancy concentration. The A
DLTS is insensitive to areas where defect concentration is too high, whereas
positron annihilation is not. If inhomogeneity in vacancy density is
established, it is normal the DLTS should give a lower apparent defect
concentration (1016cm -3) than PA (1018cm-3). Actually, we confirm that
there exist areas of very high vacancy concentration in an as grown HB
wafer.

We have used STM to study native defects in an as grown HB sample.
Gallium multivacancies are identified, and the r6le of split dislocations in
the production of such defects is shown. Areas with concentrations of
defects, mainly vacancies, up to 2x10 21cm "3 are observed. Since no technique
can be more local than STM, it is normal that our experiments should yield
concentrations higher than what is usually obtained. So far, STM has only
been used as a surface analysis technique. But in any kind of cleavable
conductive or semiconducting sample, volume defects can also be analysed.

2: A_
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The only restriction is the high concentration required: above 1018cm-3. But
STM will provide structural information, which is of paramount
importance in the determination of defects.
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ABSTRACT

Vanadium, substituting for silicon in SiC-polytypes, has been identified as an amphoteric
deep level defect. Electron Spin Resonance (ESR) is observed for the neutral state
V4+(3d'), S= 1/2 and for the A--state V3 (3d2), S- 1. By photo-ESR, the position of the
(0/+ ) donor level is found to occur near midgap in 6H-SiC. Near-infrared, 1.3 - 1.5 Am,
photoluminescence and absorption, arising from internal 3d-shell transitions, 2T2 0 7 E,
are observed for the neutral state V4+(3d') . These sharp-line spectra were found to be
very specific for a given SiC-polytype. Isoelectronic, electrically inactive, titanium
impurities have been found, by ESR, to complex preferentially with shallow nitrogen

donors. The resulting Tis-N c pair then acts as deep donor, Ec - 0.6 eV, in 6H-SiC. The
isolated titanium defect forms a deep acceptor state in 4H-SiC, but not in the 6H-
polytype.

Introduction

The understanding of deep level defects in silicon carbide (SiC) is still in its infancy. For
example very little is known about transition metals in SiC, as their location in the
lattice (substitutional or interstitial?), or their presumed electrical activity as deep level

impurities. This lack of knowledge is surprising, and challenging, in view of the fact that
transition metals, in particular titanium and vanadium, are practically unavoidable
contaminations in Lely-grown SiC-crystals [1]. Obviously, identification and control of
transition metal deep level impurities is prerequisite for satisfactory performance of
electronic and opto-electronic devices fabricated from silicon carbide. We point out that
SiC currently attracts renewed interest because of its potential use in high-power, high-
speed, high-temperature and high-radiation resistant devices [2].
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1. Amphoteric Vanadium

By electron spin resonance (ESR) we have recently detected [3],[4] that
omnipresent vanadium contaminations in [ely-grown SiC crystals act as amphoteric deep
level impurities, substituting the various silicon sites in the lattice. Three charge states
of vanadium were found to exist in SiC: V3*(3d 2), V4*(3d'), and V5+(3d°), their relative
occurrence depending on the position of the Fermi level. In n-type 4H- and 6H-SiC, the
ESR-spectrum of the ionized acceptor (A) charge state V3*(3d 2), S = 1 is dominant. No
vanadium-related ESR signals are detectable in p-type SiC, indicating the occurrence of
vanadium in its pentavalent diamagnetic charge state V5*(3d0 ), which corresponds to
that of an ionized donor (D). Thus vanadium in SiC acts as an electrically amphoteric
impurity, introducing two levels, D'/D + - V4*/V + and A-/A 0 ! V4+/V* in the
bandgap. The role of vanadium as a minority-carrier lifetime killer in SiC-based
optoelectronic devices has been suggested from these results.

V4 s' (3d') S=2

ESR of the neutral charge state V4+(3d') ! D0, A, S=1/2 is preferentially observed in
strongly compensated material. The ESR-spectrum shown in Fig.1, recorded under H//c,
results from the superposition of three hyperfine octets of the isotope 5'V (1=7/2,
99.8%), arising from V4+(3d') on the hexagonal (a t h,) and the two quasicubic (3, ,
kj, k2) lattice sites in 6H-SiC. In addition the ESR-signal of the neutral nitrogen (14N)

donor is apparent, showing that the sample is weakly n-type.

14 N 6H-SIC 1.9-6H -S IC

SV 4+(3d') on a-site

1.6

1.3 g=g // cose
SIv* (3d') g11= 1.749I Lj P 9y

0.32 0.37 0.42 , , i .. t "

MAGNETIC FIELD [T] 0 15" 30* 45"

Fig.1. ESR spectrum of IA +(3d') in Fig.2. Angular dependence of the g factor
strongly compensated 6H-SiC. The three of ; (3d') on the hexagonal a site in
'IV hyperfine octets arise from vanadium 6H-SiC. The solid line is calculated
on the hexagonal (a) and the two quasi- according to g =g// cos 0, with g1 = 1.749.
cubic (1, -0) lattice sites. f= 9.54 GHz.
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Upon rotating the magnetic field H away from the high symmetry orientation H//c, the

p- and i'-signals show a weak angular dependence, which will not be discussed here. In

contrast, the 5'V hyperfine octet a rapidly shifts to higher field under such rotation, as

illustrated in Fig.2. Under Hic , the g-factor approaches zero. Such behaviour is

expected for a 2E-state in a strong trigonal (C3v) crystalline electric field, as

characteristic for the a-site in 6H-SiC. In this case, the 2E-ground state splits into two

close lying Kramers doublets, r 5,6 and r"4, by the combined action of the trigonal field

(-A') and spin-orbit coupling (-X'), as illustrated in Fig.3. In zeroth order, both

Kramers doublet states have the same g-factors, with g//=2 and g,=O. A further

negative g-shift of g//, as observed experimentally, can be accounted for by higher order

perturbations.

- r CM1i so

2T2 76480 --

3 d ' 7 6 4 2010 Oq 

UJ 
/

SXVAY/IO Dq2 /
E r, 178 LU 10 (D I D 6H -SiC V 4.(3d)

r's~' 0H//c 5K
Td C3v XIS 01.4 1.6 1.8 2 2.2 2.4

PHOTON ENERGY [eV]

Fig.3. Crystal field and spin-orbit splitting
of a 3d' configuration in a trigonally Fig.4. Photo-enhancement of the ESR Qf
distorted tetrahedral coordination, as V (3d1) in weakly p-type 6H-SiC. The
appropriate for V + on the a site in 6H- inset illustrates the hole transfer between
SiC. The energetical positions of the levels the deep ionized vanadium donor and an
indicated were determined by IR ionized shallow aluminum acceptor.
spectroscopy.

The position of the donor level V4+/V5" DO/D' in the bandgap of 6H-SiC could be

determined by photo-ESR experiments, performed on a weaklyp-type 6H-SiC:A I crystal

[4]. In this sample all vanadium donor impurities were ionized, V5' (3d°). Consequently,

in the dark, only the ESR-spectra of neutral aluminum acceptors on the three silicon

lattice sites were detectable. However, after in situ illumination of the crystal with below

bandgap photon energies, hv >.6eV, the ESR-spectrum of the neutral vanadium donor,

V4 (3d'), could be observed. This ESR-enhancement is caused by the photo-

neutralisation process VS+(3d *) + hp(>.6eV) -. V4 (3d 1) + h+, or D + hv - DO + h+.

The free hole h' created in this reaction is subsequently trapped by ionized acceptors,

as evidenced by some enhancement of the Al-acceptor ESR after such illumination. At

temperatures above 200 K the trapped hole is thermally released from the aluminum
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acceptors and diffuses back to the neutral vanadium donors, V4+(3d') + h' -. V5*(3d°).
The photo-neutralisation spectrum of the ionized vanadium donor on the quasi-cubic P
and 1-sites in 6H-SiC is shown in Fig.4. The photon threshold at 1.6 eV fixes the

energetical position of the 1-site and -(-site donor levels V4+/V + at Ev+ 1.6 eV. The

corresponding value for the a-site donor has not been determined, because of the rather

low intensity of its ESR-spectrum, see Fig. 1.

Infrared Luminescence and Absorption

We have discovered that all SiC crystals so far investigated by us exhibit a characteristic

infrared emission in the 1.3-1.5 um spectral range 13]. It is anticipr.. d that this
lumin, scence very likely arises from intra-3d-shell transiticas, 2T2-2E, of V4*(3d').

A high-resolution spectrum taken at 2 K on
6-SiC K an n-type Lely-grown 6H-SiC crystal is

shown in Fig.5. Identical spectra were

observed for p-type or compensated 6H-
SiC. Above -40 K the sharp line features

Fin Fig.5 start to broaden and merge into a
tW broad emission band extending from 1.3 to

1.5 jm at 300 K. In Fig.5, three different
0 ! spectrally nai row sets of zero-phonon lines
o ~ (ZPLs) can be distinguished for 6H-SiC.
oW
Z .. . . .. . We label them a, p and 1 and assign them

4H -Sto substitutional vanadium impurities
0 occupying the hexagonal (-it 1 a) and the

I. i, , two quasi-cubic (k,, k2 - 1, -y) lattice sites

7450v -. : )~ Jin the 6H-polytype.

6650 7050 7450 7850 The above assignment is nicely confirmed
WAVENUMBERS [1/m) by observing that only two sets of ZPLs are

Fig.5. Low-temperature photo- found in 4H-SiC (see Fig.5), since in this
luminescence spectrum of vanadium in SiC polytype, one hexagonal (a) and only
6H-SiC. The zero phonon lines a, 1, and 1
arise froim 'T2 - 2E transitions of V + (3d1) one quasi-cubic (P) substitutional lattice

occupying the three substitutional silicon site exist. On the other hand, more than
sites in Wf-SiC. Intrinsic and vanadium- three sets of ZPLs have been observed in
induced phonon sidebands are observed at
lower photon ene.cls. Nete that only two 15R polytype cryst-.Is, where two hexagonal

zero-phonon lines, a and 3, are observed and three quasi-cubic substitutional sites
for the 4H-SiC polytype. After ref. [3 exist. In mixed polytype SiC crystals, a

jN
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superposition of the individual 61-, 4H, and 15R spectra occurs which can be spectrally
resolved already at 77 K. This feature can be exploited for quick, and spatially resolved,

morphology determination of SiC polytype crystals.

Apart from the zero phonon lines a, fl, and f, pronounced phonon sidebands are

apparent in the photoluminescence spectra (see Fig.5). Part of them can be assigned to
intrinsic lattice phonons of 6H-SiC and 4H-SiC [5]. In addition, some sharp phonon

features, marked by arrows, are apparent which can be assigned to local vibrational

modes (LVMs) of the vanadium impurities. For 6H-SiC they occur at Ea-89 meV,

Ep-88.3 meV, and Ey-88.6 meV. These LVM energies are very close to those

reported for the isoelectronic Ti impurity in 6H-SiC, where the corresponding values
are 90.1, 89.8, and 89.7 meV [6]. We finally note that the origin of the broad lines
marked with an asterisk in Fig.5 is not clear at present; they may possibly arise from a

low-lying vibronic level of V4  (2E), since these lines are not observed in the absorption

spectrum, as seen below.

The FTIR absorption spectrum of V4"(3d')

6H-SIC 6 K in 6H-SiC, preferentially observed in

72051 6 compensated material, is shown in Fig.6.
164.8 Exactly the same zero phonon lines a, /,

. and y, which already dominated thez
r 7 7,luminescence spectra, are also observed in

0 7397.0 74176

a) 20.9 absorption. The doublet at 7417.6 and
76300 7647.a 7420.9 cm 1 appears only at an elevated

_ __--_ _ temperature ("hot" line) in the
7200 7400 7600 luminescence spectrum. Both in absorption

WAVENUMBERS [1/cm] and emission, the a line can split into four

Fig.6. FTIR absorption spectrum of components. This is a manifestation of the
V*(3d)in 611-SiC. Wavenumbers quoted stronger axial crystalline electric field
refer to the vacuum. Sample thickness: 0.5 acting at the hexagonal substitutionalmm; T=6 KAfter refi [3]. atn ttehxgnlsbtttoa

lattice site in 6H-SiC. We thus conclude

that the four components of the a line in 6H-SiC, and also in 4H-SiC, arise from

transitions between 2T,(rs) and 2E(r 8) quartet states which are fui ther split by the axial

(C3v) crystalline field. For 6H-SiC this splitting amounts to 17.8 cm' in the 2E ground
state and to 6.0 cm' in the 22 excited state, as illustrated in Fig.3. In line with this

assignment are pronounced polarization effects observed for the four a lines in 6H-SiC.

D6rnen et al. [7] have very recently performed a detailed Zeeman study of the
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infrared a lines of V4+(3d') in 6H-SiC; the g-factors of the 2E ground state Kramers

doublet, g//= 1.8±01, g,=0 were fotnd to be in full agreement with tile ESR-values

quoted above. Furthermore, from photo-neutralisation experiments [7] the position of

the vanadium donor level for the quasi-cubic /3, -f sites in 6H-SiC was located at
Ev+ 1.46 eV, close to our value Ev+ 1.6 eV inferred from photo-ESR on the same

crystal.

It was found that the characteristic intra

3d-shell luminescence of vanadium in SiC5 6H-SIC

-, 5 - can also be excited at below bandgap
photon-energies [8]. This is illustrated in-3

Fig.7 for a compensated 6H-SiC sample; a
z 2 low energy threshold of -1.5 eV is
" 0 apparent. It presumably results from photo-

1.5 0 30 ionisation of the neutral charge state1.5 2 0 2.5 30 35EXCITATION ENERGY [V V4+(3d') from its midgap level (see above)
and subsequent carrier recapture into the

Fig. 7 Photoluminescence excitation luminescent V4 +( 2T2) state.
spectral dependence of the vanadium
emission for a compensated 6H-SiC crystal.
The asterisks correspond to various lines of The intra 3d-shell luminescence of neutral
the K/-laser at constant power. After ref. vanadium is also observed in n-type and p-
[8]. type material. In these cases, photo-

neutralisation of the A-(3d ) and D (3d0 ) -

states of vanadium must be enforced by the exciting light, before luminescence of the

neu:ral 3d'-state can occur.

V3+si (3d2) , S=1

The electronic ground state of substitutional V3  (3d2) in SiC is the spin-only triplet S = 1
state 3A2. Weak coupling to the lattice phonons, resulting in long spin-lattice relaxation

times, is typical in this case, and ESR can be observed already at temperatures far above
4 K. In 6H-SiC, three sets of spin triplet ESR spectra to be labeled again a, 0, and I are

observed, but in 4H-SiC only two sets, a and ,8, are observed. The ESR spectrum of

V3 (3d2) on the quasi-cubic sites p and -f in an n-type 6H-SiC sample, ND-NA
2x1018cm 3, is shown in Fig.8. The strong line in the center at g=2.004 arises from
nitrogen donors. Under high resolution this line exhibits the characteristic N hyperfine
splitting, as shown in the inset. Omitting the nuclear hyperfine interaction I..S, the
S =1 ESR spectra are analyzed by the spin Hamiltonian
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H g= 1zS + pg(H,,S. + H,S,) + D I S2 !S(s+1)
3

where z denotes the c axis of the crystal. The RD3, term is a measure of the axial
crystalline electric field gradient acting on the V ~ ion. Table Isummarizes g factors and

- - -D parameters determined for 6H-SiC
V3 9/ (3d) g1  ID and 411-SiC at 77 K. The ESR linewidths

T - -were found to vary from sample to
611-a 1.976 1.961 10.70

____________ _____________ sample because of different random
611-13 1.961 1.960 2.97 strains; these became already apparent

611--t 1.963 1.9~80 0.73 under an infrared polarization

4H-a 1.96 1.58 1.37 microscope. However, ESR lines as
I narrow as --0.5 G could be observed for

4HL 1.6L .97 26 the Amn,=, quasi-forbidden transitions,

Table L. g factors and axial field parameters wihaentsniiet tan e
D for V (3d2) on hexagona! (a) and quasi- Fig.9. Furthermore, 'Sij ligand hyperfine
cubic (/3, -f) lattice sites in 611-SiC and 4H structure could be resolved in this case

Si dtemne a 7Kwhich further corroborates our

assumption that both infrared and ESR

spectra described above arise from vanadium substituting for silicon in SiC.The position
of the vanadium acceptor level V4*(3d1)/V3 +(3d2 ) C A-/AP could sofar not be
determined. We presume it to be located in the upper third of the bandgap.

6H1 -sic [7 HI/c 70K 6H.SIC
H- V 3 (3d2)

6 9 54GHz OM0. ~4

V)I

2 w
1- I-.

1 3 (1 0Z 7
________ 4___ _ __4 L

025 030 035 040 05015 0.17 0.19
MAGNETIC FIELD IT MAGNETIC FIELD IT]

Fig.8. ESR spectrum of the ionized Fig. 9. "Forbidden" Ams=2 transitions of
acceptor state VA+ (3d') in n-type 611-SiC, JA+(3d) on a and P3 sites in 611-SiC. A
under 11c and at 77 K The two 5V Under H//c only seven 5'V hyperfine lines
hyperfine octets arising from the hexagonal are observed, resulting from the 'flip-flop"
site a are not shown; they are centered at transitions Amz ±2, Aim, 1 -1.
a.042 and 0.832 T. The strong line at
g = 2.004 arises from neutral "IV donors, as
shown in the inset.
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2. Titanium

The identification of titanium as luminescent center responsible for the intense green
below bandgap emission of silicon carbide (SiC) crystals has an interesting and
controversial history. in the model of Patrick and Choyke [9] it is now agreed that
silicon-substitutional isoelectronic neutral Ti(3d0 ) impurities bind excitons. Before
recombination, the electron is trapped in the 34-orbital, thus forming the localized A--
state Ti(3d'). In contrast, the holes wavefunction is more delocalized, being bound to
the A--core only by Coulombic attraction. More detailed studies [10] by optically
detected magnetic resonance (ODMR) have further revealed that the luminescent state
of the green emission in 4H-SiC and 6H-SiC is a spin-triplet, S= 1, whereas the ground
state is diamagnetic, S=0. However, up to now, no direct experimental evidence was
given that the presumed ionized acceptor state of titanium, Ti(3d'), S= 1/2, really lies in
the bandgap of silicon carbide.

Recent ESR-work has revealed that the A--state Ti3+(3d') is stable in 4H-SiC,
Et,=3.265 eV, but not in 6H-SiC, E = 3.023 eV, and other lower bandgap SiC-polytypes
[11]. The deep acceptor level (-/'0) ' Ti3 l(3d')/Ti4*(3d') is estimated [11] to be
located only a few tenths of an eV below the conduction band edge of 4H-SiC. The ESR
spectrum assigned to Ti*(3d1) on the hexagonal (a) and quasi-cubic (p) lattice site in

4H-SiC is shown in Fig.10. The anisotropic

,,N4 H-SIC g-factor of line a follows the law g=g// cos
Ti3*(3d 1) 0 with g//=1.706, similar to that reported
Ha/c, 3 K above for V4+(3d') on the hexagonal a-site

in 6H-SiC. In contrast, line /3 exhibits a
much weaker angular dependence. The
presence of titanium in the a-center is
unambiguously evidenced by the

_characteristic hyperfine structure satellites
0.34 0.37 0.40 expected for the odd isotopes 47Ti, 7.3%,

MAGNETIC FIELD [TI 1=5/2 and 49Ti, 5.5%, 1=7/2, as shown in

FiglO. ESR-spectrum of Ti3*(3d') on the Fig.11. Surprisingly, it is found that the g//-
hexagonal (a) and quasi-cubic (P) lattice factor of Ti3 (3d') depends strongly on the
in n-type 4H-SiC. The triplet marked N ass of ti nd stnm ote
ares from isolated nitrogen donors. mass of the individual titanium isotopes, as

illustrated in Fig.12. Such effect, resulting
from extremely strong electron-phonon coupling has, to our knowledge, not been
observed before.
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4
8 Ti 4H-SIC

5OTi / HIIc,3K 1.70 H
4H-SIC:TI

46T i 1.707 HlC,, 3K

/W ~1106-
D

( 1.705

Lt .. L.. ! _ 4Ti CO1.704

_______ 4 9 
Ti 1.70

. . t I t 1 702

0.396 0.400 0.404 46 47 46 49 so
MAGNETIC FIELD [T) MASS

Fig.11. 47Ti and 49Ti hyperfine structure Fig.12. Dependence of the g-value of
satellites of the a line in Fig.lO. Note that Ti (3d') on mass for the five natural
the g-value depends on isotope mass. titanium isotopes.

3. Titanium-Nitrogen Donor Pairs

The dominant ESR-signal observed in n-type SiC polytypes arises from the nitrogen

donors. Furthermore, the ESR-spectra of ionized vanadium and titanium (4H-SiC)

acceptor impurities are observed, as discussed above. In addition, some further ESR-

lines appear, which can be assigned to neutral titanium-nitrogen donor complexes,

Ti3+(3dt )-Nc; their existence was first reported by Vainer et al. [12J for 6H-SiC. The

corresponding ESR-spectrum of such (TiN)° pairs in the 4H-polytype has recently also
been observed [4]. Both in 6H-SiC and 4H-

SiC the Ti-N pair is to be oriented along
-0s2 ',--.,'. ,,. 9 the three basal bond directions, its

a gu='" al 9414 symmetry thus being lowered from C3v to
A
o0035.0 9, Clh. This can be inferred from the angular

N! \.dependence of the anisotropic ESR-signal

o3o (TiN)* j.90 of the Ti-N pair, which is shown in Fig. 13
30K for the 4H-polytype. In 6H-SiC, basal Ti-N

HIc ANGLE (degree 6 pairs are observed on all three lattice sites.
However, in the 4H-polytype, where two

Fig. 13. Angular dependences of the (TIN) lattice sites exist, only one type of Ti-N
pair in 4H-SiC pairs could be detected by ESR. The

characteristic 4 ,49Ti and "N hyperfine

splittings of the Ti-N pair in 4H-SiC are shown in Figs. 14 and 15, respectively. The

electrical activity of the neutral (TiN) ° donor complex arises from the excess 3d-electron
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in the Ti3 (3d') configuration. This is created after the nitrogen donor electron has
collapsed from its delocalized orbit into the localized 3W'-state of the titanium ligand.

A Photo..ESR experiments [4] performed on a Ti-N pair in 6H-SiC indicate that the
resulting deep donor level is located at Ec-O.6 eV. This value greatly exceeds those of
shallow nitrogen donors in 6H-SiC, which are in the 0.10 - 0.15 eV range.

29~ ~ S- i IC-I
(TiN)' H-I

H//c. 28K (TiN)'
H.c

29S
S 47

T i 14N J
I I I

49T i I
0.349 0.352 0.355 0.3504 09M0 0.350 0.3510

MAGNETIC FIELD [T) MAGNETIC FIELD IT)

Fig. 14. 47Ti andO4 Ti hlyperfine Satellites of Fig. 15. V 4N iand hyperfine splitting of the
tile (TiN) *pair in 411-SiC. The two lines (TiN) "pair in 4H-SiC.
marked by an arrow have not been
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ABSTRACT

Photoluminescence excitation (PLE) spectroscopy has been applied to ie h___- of optical
absorption processes in thin film samples of cubic (3C-) SiC grown by chemical vapor deposition
(CVD) on Si substrates. Low temperature (6K) PIE spectra have been obtained using a double
grating monochomator and a xenon lamp as a tunable source of excitation. For undoped, n-type
films of cubic SiC, pks of the integrated PL intensity, in the range 24-1.5 eV, as a function of the
wavelength of the exciting light arein excellent a geenwith optical abr spectra ted
for bulk 3C-SiC. The observed shape of de absorption edge is characteristic of phonon assisd
indirect transitions, and spectral features attributable to LA and TA phonos are ditscenible. No
below-pp extrinsic absorption features ae observed in the PLE spectra of-the undoped films. These
results demonstrate the use of the PLE technique for bindedge absorption measurements in thin
semiconductor films for which transmission msmay not be pnctical. The intense N-A
donor-acceptor pair (DAP) PL bands (2.2-1.5 eV) observed in Al-doped films provide much
improved signal-to-noise ratios for the PLE spectra in these smples compIPd to toe obtained in
the undoped films. In addition to th cha nacristic above-pp i-direc- sorption Weige specum, the
PLE spectra for the Al-doped siamples exhibit below-gap, extrinsic absopto features at photon
energies corres ng to the nitrog bound exciton peaks observed in the Pl. spectra. The
extrinsic absorption rocess which contributes to the excitation of the N-Al DAP PL is appaently a
photoneutralization of the compenswed (postively charged) nitrogen donos.

1. Introduction

Th successful epitaxial growth 11-41 of thin films of cubic SiC by chemical vapor deposition (CVD)
on Si substrates has revived interest in this promising wide band-gap semiconductor.
Pho um ence () spe y h played an i t role~th~e~~c~t~eri t5-101 of
both undoped and aluminum-doped thin film suinpies of CVI) cubic SiC. The low temperature FL
spectra of most films exhibit a rich variety ofchractes spcal fetus.However, only a few
of these PL bands have been associated with identified impuriis or with acceptors and donon of
known binding energy. Specific observations include PL spcui t le t exacos bound to 54
meY neutral nitrogen donors [-9,11, free-to-bound PL. transitions involving aluminum
18, 12-141, nitrogen-aluminum donor-acceptor pairecombination (N-Al DAP bands) 15,12-151 and
a deep DAP band which reveals an unidentified 470 meV acceptor [ 101.

Photoluminescence excitation (PLE) spectroscopy provides valuable information concerning the
optical absorption processes which lead to the excitatkn of recombination radiation. In PE
specuoscopy the intensity of a selecd PL bad is recorded as a function of th wavle g ofthe
exciting light. Under some- conditions the PEE spectivum constitues an aVurt represntatindw o f th e
absopton spcrm of the sample. (This is an important cndeaion when a yzig thin film

abmpoortioh eaksmumnt by convenional ocl tansmisiontnu me
problenutic.) Howeve, ti Specificity in that it
provides a n sure of the effectiveness of various absorption procsses in the excitation of a
paricuar PL band. This is particularly useful when exfinsic (below bnd pp) absorption pa e
excite the PL

Both of these characteristics of PLE are mp i to d investiation ofCVD fdms of
cubic SiC reported here. The PE specua obtained from undoped n-type sa pls provide the fr
detailed representation of the indirect optical absorption edge of thin film CVI SiC, which is found
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to be in excellent agreement with the optical absorption spectra reported for bulk (Lely-grown) cubic
SiC. In the case of Al-doped films, the PLE spectra exhibit extrinsic absorption features which are
attributed to the photoneutralization of compensated donors.

2. Experimental

The thin film samples of cubic SiC, which were obtained from the Naval Research Laboratory,
North Carolina State University, and the NASA Lewis Research Center, were all grown by CVD
techniques [1,2,41 on Si substrates. Both undoped n-type and Al-doped films have been studied. In
all cases the films were removed from their substrates to relieve the strain which results from the
-20% lattice mismatch between the SiC films and the Si substrates.

The PL and PLE spectra described here were obtained with the samples contained in a liquid helium
cryostat which provided temperatures ranging from 2 to 300 K. Spectra were acquired in CW mode
with excitation provided by an argon (476.5 nm) or krypton (476.2 nm) ion laser or light (460 nm)
from a 150W xenon lamp dispersed through a double grating monochromator. The excited
luminescence was analyzed by a grating monochromator and detected by a GaAs photomultiplier
tube (PMT) which is sensitive to wavelengths shorter than about 900 nm. Appropriate glass filters
were used to exclude exciting light from the analyzing monochromator.

The xenon lamp-double grating monochromator combination-provided exciting light with wavelength
tunable from about 400 to 1000 nm. For the PLE experiments, the luminescence excited by this
system was focused onto the entrance slit of a 0.75 m focal length, single grating monochromator.
PLE sp.ctra were obtained with the detection monochromator serving as a band pass filter tuned to a
particular PL wavelength, or with a mirror replacing the grating in the monochromator so that the
integrated PL intensity was recorded. In the latter case, the wavelength limits of the detected PL
band were determined by a longpass optical filter placed at the entrance slit and by the long
wavelength limit of the GaAs PMT response (-900 nm). The PLE spectra were corrected for the
wavelength dependence of the exciting light intensity.

The intensity of the exciting light for the PLE spectra was about 100 giW/cm 2 at the peak of the
spectral output for the lamp-monochromator system. PL spectra obtained under these excitation
conditions first revealed the importance of recording PL spectra over a broad range excitation
intensities. For example, nearly all PL spectra reported in the literature [5-10, 161 for n-type CVD
cubic SiC are excited by relatively high power fight (>1 W/cm2). They are dominated by the
nitrogen bound exciton (NBE) spectrum (especially the phonon replicas) with its relatively short
donor bound exciton radiative fife time. In addition to the NBE spectrum, other characteristic
features of these high power PL spectra include the 1.972 eV zero phonon line (ZPL) and phonon
replicas of the DI defect band (which has been studied in detail in ion implanted Lely crystals [171
and CVD films [7,8] of cubic SiC), and a broad underlying PL band peaking near 1.8 eV. In
contrast, the low power PL spectrum for such undoped samples, excited by light from the lamp and
double monochromator system, exhibit only a weak vestige of the NBE spectrum. These spectra are
dominated instead by a distant DAP band with peak at about 1.91 eV, the so-called G-band
[9,10,18] which is attributed [10] to the pairing of the 54 meV nitrogen donors with an unidentified
470 meV acceptor.,

Similarly, the two PL spectra shown in Fig.1 contrast the high- and low-power excitation conditions
for an Al-doped sample of cubic SiC. The high power spectrum exhibits sharp line spectra at high
energies due to close pair recombination. The low power spectrum is dominated by the long life time
distant pair band peaking at about 2.12 eV. Note that the close pair spectra are not observed at low
power and that the phonon replicas below the distant pair band exhibit sharper spectral details. It is
important to remember that the PLE spectra presented here are obtained under conditions which
produce the low power PL spectra of Fig. 1. That is, they are dominated by deep PL bands with
long lifetime recombination processes.
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Fig. 1, Low temperature (6K) photoluminescence spectra from an Al-doped SiC film: (a) high
power spectrum excited by an argon ion laser (1W/cm 2, 476.5 nm); X20 spectrum shows close
donor-acceptor pair spectra; (b) low power spectrum excited by xenon lamp and 0.22 m
monochromator (0.1 mW/cm 2, 460 nm).
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3. Results and Discussion

Figure 2 shows the 2.35 - 2.50 eV PLE spectrum from an undoped, n-type film of CVD cubic SiC,
obtained at 5K under the integrated PL intensity conditions described above. The line shape or
intensity distribution of this PLE spectrum exhibits a detailed similarity to the optical absorption
spectrum reported by Choyke et al. [11] for bulk, Lely-grown cubic SiC. Note that PL intensity has
been plotted on a square root scale in order to illustrate the indirect character of the absorption edge.
Choyke et al. described the shape of the edge as characteristic of indirect transitions in which
excitons are created. The onsets of optical absorption transitions assisted by the emission of TA,
LA, TO, and LO phonons are indicated in Fig. 2. The phonon energies have been determined from
the NBE PL spectra [ 1l. It follows that the exciton energy gap, EGx = 2.390 eV, is derived by
subtracting the TA phonon energy from the observed onset of absorption.

The fact that the PLE spectrum scales closely with the absorption spectrum of Choyke at al. from the
band edge up to energies in excess of 2.5 eV, indicates that the PLE spectrum provides a remarkably
faithful representation of the interband optical absorption. Although the previously reported
absorption measurements were performed on crystals with a light path of approximately 2 mm,
Choyke et al. [11] noted that even larger crystals would be preferred for more accurate
measurements. Thus the sensitivity of the PLE technique is apparent when one considers the fact
that the light path for the thin film SiC samples is only about 10-15 gm.

3C-SiC (NRL)

6K
M" -

z 2 234 23 2.38 240 242 244
W EXCITING PHOTON ENERGY (eV)

H- Al doped
z ............... undoped

2.25 2.30 2.35 2.40 2.45 2.50
EXCITING PHOTON ENERGY (eV)

Fig. 3. Photoluminescence excitation spectra for an Al-doped (continuous line) and an undoped
(dotted line) CVD 3C-SiC film. The square root of the integrated photoluminescence intensity (in the
spectral range 1.4 - 2.3 eV) is plotted as a function of the photon energy of the exciting light. The
undoped spectrum has been normalized to the Al-doped spectrum for the best spectral coincidence
between 2.45 and 2.50 eV. The insert shows the extrinsic portion of the Al-doped PLE specrum at
high gain.

In Fig. 3 the PLE spectrum obtained from an Al-doped sample of cubic SiC is compared to that of
the undoped sample presented in Fig. 2. The much greater integrated intensity of the N-Al DAP PL
bands and phonon replicas in the Al-doped sample is apparent in the greater signal to noise ratio of
its PLE spectrum relative to that of the undoped sample. Furthermore, the PLE spectrum of the Al-
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doped sample exhibits extrinsic absorption features in the spectral range extending from the onset of
interband absorption at about 2.436 eV down to about 2.349 eV.

The extrinsic portion of the Al-doped PLE spectrum is presented at higher gain and resolution, and
on an expanded scale in the inset to Fig. 3. It is characterized by an onset at about 2.349 eV,
although this is difficult to determine exactly, peaks at 2.367 and 2.377 eV, a dip or trough with
minimum at about 2.385 eV, and a shoulder which rises to higher energy until it intersects the
steeply rising interband PLE at about 2.436 eV.

There are two primary factors which enter into the interpretation of these extrinsic features in the PLE
spectrum. First, they are observed only in relatively heavily Al-doped films, and second, the onset,
peaks, and shoulder all occur in a spectral range which corresponds to the binding energies and PL
bands associated with the known donors in cubic SiC. The flrst factor indicates that the absorption
processes which give rise to these extrinsic PLE features require the presence of large concentrations
of compensated (charged) donors. Undoped films are invariably n-type; they exhibit the NBE PL
spectra which reveal the presence of the 54 meV donor identified as nitrogen [8,11,13,14,19], and
temperature dependent Hall effect measurements which are interpreted in terms of a highly
compensated 15-20 meV donor[ 13,20-23]. In heavily Al-doped samples these donors are
compensated and extrinsic optical absorption transitions can photoneutralize the charged donors.
The electrons on the resulting neutral donors can then undergo DAP radiative recombination with the
holes on the neutral Al acceptors. Although no optical (PL) signature of the shallow (15-20 meV)
donor has been identified to date, the N-Al DAP PL spectrum is well documented [8,13,14].

In considering the second factor, the most obvious correlation is between the 2.377 and 2.367 eV
PLE peaks and the energies of the ZPL of the NBE bands and the low energy shoulder on the NBE
band (believed to be a deeper donor bound exciton [5,8]), respectively, of the near-band edge PL
spectrum observed in undoped n-type films [5-9]. Note that these energies are characteristic of the
NBE PL spectra in the strained CVD films grown on Si (and subsequently removed from their
substrates) which are slightly red-shifted (-1 meV) relative to the NBE spectra reported for bulk Lely
crystals of cubic SiC. The obvious suggestion is that this portion of the extrinsic PLE involves the
excitation of the nitrogen and unidentified deeper donor bound excitons. Far more speculative is the
possible correlation between the approximate 2.349 eV low energy onset of the extrinsic PLE
spectrum and the energy 2.349 meV = EC;ap- 54 eV (the nitrogen donor binding energy), where the
low temperature band gap of cubic SiC is taken to be 2.403 eV. This correlation suggests the
hypothesis that 2.349 eV is the onset of extrinsic absorption transitions which photoneutralize the 54
meV nitrogen donors. However, the onset, whose position is highly uncertain, could also be
explained as a low energy tail on the apparent donor bound exciton absorption band.

Even more interesting and speculative is the possiblility that the absorption shoulder above the 2.385
eV trough might be associated with photoneutralization of compensated 15-20 meV donors. (The
trough is positioned about 18 meV below the band gap.) If this hypothesis were correct, it would
represent the first optical manifestation of the 15-20 meV shallow donor which appears to dominate
the electrical properties of undoped CVD films of cubic SiC. However, it must be emphasized
strongly that this is simply a conjecture and there are equally plausible alternative interpretations of
this absorption shouilder.

4. Summary

Photoluminescence excitation spectroscopy has been used to investigate the above gap and extrinsic
optical absorption processes which excite the PL bands that characterize CVD films of cubic SiC
grown on Si substrates. In undoped films the PLE spectra provide a faithful representation of the
indirect optical absorption edge which is consistent with the optical absorption spectrum reported
previously for Lely-grown bulk crystals of cubic SiC. The undoped PLE spectra show no evidence
of extrinsic (below gap) optical absorption. The PLE spectra of the N-Al DAP bands which
dominate the PL spectra of Al-doped films of cubic SiC exhibit extrinsic absorption which is
attributed to photoneutralization of compensated shallow donors. The extrinsic PLE spectra of the
Al-doped samples contain peaks which correspond to the ZPLs of the donor bound exciton PL bands
observed in the undoped films, as well as onsets which, it is speculated, could correspond to the
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thresholds for photoneutralization of the 54 meV N donor and the unidentified 15-20 meV donor
which are pervasive in CVD cubic SiC.
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ABSTRACT:

Point defects and impurities play a major role in the electronic properties of
silicon carbides. Electron Spin Resonance was used to investigate the
magnetic propeni.ss of both native and irradiation induced defects. Our
experiments covered a wide variety of materials: glow discharge a-Sil-.Cx:H
with low carbon content (x<15%), electron irradiated 8-SIC single crystals,
nanocrystalline SiC fibers and SIC industrial powders. We were able to
identify the silicon vacancy, the carbon vacancy and carbon complexes with
sp 2 hybridization. A common point in at' the materlais studied (except the
single crystaln before irradiation) is the presence of sp2 carbon, even in low
carbon ccntent amorphous SIC. Oxygen impurities play a peculiar role at low
temperatures. Evidence is given that the silicon dangling bonds have an
almost zero or negative effective Hubbard energy.

INTRODUCTION:

Carbon has the ability to hybridize sp2 or sp3 . When alloyed with silicon,
because of the mismatch between carbon x or a bonds and silicon a bonds, in
most cases, defects are created: antiphase domains and point defects...Some
of them are electronically active. The purpose of this paper is to study by
electron spin resonance measurements those which are paramagnetic. This
paper is organized as follows: the first part briefly presents the materials which
support this study. In a seoond part, we focus on the carbon incorporation in
an amorphous silicon rich compound. In the third part, the paramagnetic
defects are identified and the role of oxygen impurities discussed.

PRESENTATION OF MATERIALS

The present study of point defects in disordered SIC structure has required
several types of materials: model systems to control part of the parameters,
reat systems to test the results. The amorphous methylated silicon is an
amorphous silicon like system, prepared by glow discharge of silane and
methane in a sufficiently low power regime such that carbon is incorporated as
methyl group in the silicon host1 . The electronic properties of these materials
have been widely investigated2 . For our purpose, this system is interesting A
because the carbon is perfectly sp3 hybridized due to its incorporation as
methyl group. A second model of interest is P-SiC in the form of single crystals.
They have been synthesized by chemical vapor deposition (CVD) 3 . In an
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ideal single crystal, carbon is also perfectly sp 3 hybridized and there are no
defects. Electron irradiations have been used to create defects in a controlled
way in these crystals. Two energies were used: 2.5 MeV, using the Van der
Graaf accelerator of Laboratoire des Solides lrradi~s (LSI), where both silicon
and carbon atoms were displaced by the incident electrons, 100 keV using a
special low energy electron accelerator built in the LSI, where only the carbon
atoms were displaced. A great variety of disordered SiC materials were also
investigated: ceramic J-SiC powders, amorphous SiC powders and SiC fibers
elaborated by polymer pyrolysis.
ESR X-band experiments were performed on a standard ER200D Brucker
spectrometer with a helium gas-flow cryostat. Great care was taken to avoid
over-modulation or saturation, and to insure the thermalization of the samples.
Tne spin concentration is evaluated with reference to a copper sulfate single
crystal, which1 is also a temperature reference, in contact with the sample.

THE CARBON INCORPORATION:

Let us start with the amorphous hydrogenated silicon. It contains about 1015
spins/cm3 . These spins arise from the silicon sp3 dangling bonds (DB) with a
g value of 2.0055 and a peak-to-peak llnewidth of 7 G. When incorporating
carbons as methyl groups, the spin concentration ((spin}) is enhanced, as
shown on figure 1. Up to 12% carbon content, the created paramagnetic
defects are still silicon DB, without any modification of the ESR spectrum. This
increase varies as the square of the carbon content (straight line on the plot):
and suggests that the incorporation of two methyl groups on two adjacent
silicon atoms is required in order to create a DB. Assuming that the carbon is

incorporated randomly, we found that (spin) = p Z x Rc3 p2 where p is the
probability that a pair of methyl radicals incorporated within a distance Rc
generates one paramagnetic defect, p is the volumic carbon concentration.
Assuming that Rc~2 A, the comparison with the experiment gives p-1/1000:
even if two methyl groups are incorporated within an atomic distance, only
one pair over 1000 creates a paramagnetic defect: the silicon network is thus
able to distort sufficiently to allow a "good " incorporation. However, some
created defects are not paramagnetic. The density of localized states (DOS)
near the Fermi level was measured by space charge limited conduction4 . The
result is plotted in figure 2 and compared to the spin density.The band on the
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plot defines a region were these concentrations are equal within a factor 2
(experimental incertitude). Up to 6% of carbon, most of the localized states are
paramagnetic: they are silicon DB, the excited states as well as the charged
states of a dangling bond (D+ , D-) are far from the Fermi level. Above 6% of
carbon content, there are much more diamagnetic than paramagnetic states:
since the spins concentration is high anyway, the DB are close enough to
interact and give a "weak bond" similar to those established around di-
vacancies in silicon5 . Those "weak bonds" are diamagnetic and more
extended than the DB, thus contributing to the DOS also by their excited
states. Later on, we will propose a structural model for this defect.
Above 15% of carbon content, the ESR spectrum changes: the g factor
decreases and reaches the g value of free electrons, while the linewidth
decreases too. This is correlated to the appearance of sp2 carbon, as can be
seen in vibrational spectroscopy2. Carbon is no more incorporated as methyl
group, it becomes reactive and carbon DB or unsaturated C=C bonds appear,
that modify the spectrum. These kinds of carbon related bonds are also
observed in disorderd SIC, it is thus important to investigate the SIC
paramagnetic defects, beginning with the irradiated single-crystals.

THE PARAMAGNETIC DEFECTS OF SIC

Before irradiation, the single crystals contain less than 1014 spins/cm3 : no
ESR signal was detectable, not even at low temperature, contrary to other
works published6 ,7. Figure 3 shows the spectrum after 2.5 MeV irradiation. It is
isotropic and composed of a five lines spectrum and a lorentzian contribution.
The five lines spectrum is attributed to a spin centered on a silicon site, in
hyperfine interaction with one or two 2 9Si among the twelve silicon first
neighbors. As in Itoh's works, we attribute this defect to an odd charged state
of a silicon vacancy (because silicon is tetravalent), that is to say a carbon sp3

dangling bond. Before discussing the second contribution, we present the
spectrum of the 100 keV irradiated single crystal on the figure 4, observed at 4
K. This spectrum is also isotropic and does not change with temperature. It is
composed of 3 lorenztian contributions. The interpretation is easy since only
carbon atoms are displaced by the low energy electrons, The position of the
weakest contribution, g-2.0048, is the signature of a silicon DB: it is related to
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an odd charged state of a carbon vacancy. The slight difference with the usual
g-2.0055 is either the signature of a carbon rich environment of the DB9 or of
some kind of Jahn-Teller effect. The large contribution at g-2.0000 is
characteristic of oxygen related defects in a siliconated material. One possible
candidate is a defect similar to the E' center of the silica (a hole bound to an
oxygen vacancy) 10. The presence of oxygen impurities in this material is
probable since the walls of the CVD reactor are made of quartz. Secondly, the
single crystals are deposited on silicon wafers that are known to be often
oxidized on surface: it is then possible that these oxygen related defects are
located at the interface between SiC and the substrate,
We should emphasize that the remaining contribution at g-2.003 is the same
as in the 2.5 MeV irradiated crystal, observed at the same temperature: same
g (2.0028 and 2.0029) same linewidth (4.3 G), same longitudinal relaxation
time (2 10-5 and 3 10-5 s) as deduced from continuous wave saturation of a
homogeneous line. So, it is a carbon related defect. We believe that it is a
carbon interstitial or di-interstitial. The carbon interstitial has been observed in
carbon doped crystalline silicon or in diamond11 -14. At room temperature, it is
less stable than a di-interstitial. The essential point for us is the change in
hybridization of this carbon. As a radical, a methyl group does not keep its sp3

hybridization and relaxes toward a sp2 configuration (it has been undirectly
observed by Watkins in a carbon doped silicon, where the carbon interstitial is
not located on a tetraedric site but in a plane configuration13 ). Furthermore,
there are topological reasons that 2 carbon Interstitials link with a C=C bond
rather than C-C bonds because of the size of a tetraedric site (0.98 A). Thus,
this defect is related to an unsaturated sp 2 carbon and is very similar to the
defects observed in pyrolitic carbons 12.
It is worth noticing that the silicon DB are very few in comparison with the
oxygen or sp 2 carbon related defects. We will return to the stability of these
defects, further on.
In summary, we have been able to Identify, after irradiation, the silicon or
carbon sp3 dangling bonds, a sp2 carbon related defect and an oxygen
related one. Are these defects always presents in disordered SiC? The sp 3

DB and sp2 carbon defects are present in every disordered SiC investigated.
In crystalline materials, the ESR spectrum is inhomogeneous with two different
contributions. As in irradiated single crystals, one arises from the sp3 DB while
the second from sp2 defects. In amorphous materials, the two contributions
are intimately mixed. This behavior is attributed to the fact that the sp 2 carbon
is in diluted form in amorphous SiC 15 ,16 , constituting a kind of polymeric
network where some C=C appears ponctually. The great exchange ability of
sp2 C bonds is sufficient to homogenize the entire spin system. In crystalline
samples, sp 2 carbon is present as free carbon 17 : the 2 spin families are
separated in space, giving two different paramagnetic contributions. This
condensation of sp2 carbon occurs because of the lack of a degree of freedom
of the surrounding network. It is probable that the sp2 carbon is mainly located
near the grain boundaries.
It is important to note that the ESR line corresponding to the sp 3 DB (or the
whole spectrum in the case of amorphous materials) is always centered at
g=2.003, very closed to the g value of the carbon DB. It means that the carbon
DB are more stable than the silicon DB, as often postulated9 ,18 .
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Fig 5: Evolution of the intensity of the line (a) and of the 2 factor (b) versus the

temperature for two crystalline samples (1), (2) and two amorphous ones (3) (4).
The bold lines fit this parameters with a two bands model for the sample1.

The oxygen defects are also present in those materials, either with a
crystalline or amorphous structure. However, they appear only at low :temperatures, with a modification of the spectrum (decrease of the g factor,
broadening of the line, saturation of the line intensity), as Illustrated on figure
5. We e able to describe these evolutions within a two narrow band model,

separated by a gap of 2 meV. The result is shown for sample 1 of fig 5 (NBS's
reference 13-SiC powder). The lowest band is attributed to oxygen related
defects (with a g factor of 2.000) while the second is characteristic of sp3 DB.
When increasing the temperature from 4 K to 300 K, the oxygen related spins
displace towards the DB. It is not clear whether this effect is related to silica
rich heterogeneities or to a subtle spin dynamic effect around oxygen
impurities in the bulk of the material.
Let us turn back to the low paramagnetic stability of the silicon DB, observed
whenever there is enough carbon in the material. From an energetic point of
view, this stability is usually described in terms of an effective correlation A

energy: Ueff defines the exothermicity of the reaction 2 D°-+D+ + D'. When
Ueff >0, the dangling bonds are paramagnetic, when Ueff<O, the diamagnetic
charged states are more stable than the paramagnetic neutral DB. The fact
that all the localized states are paramagnetic in low carbon content
methylated silicon shows that the previous reaction is exothermic with Ueff>O
around some tenth of eV19"21 , as in amorphous silicon. When increasing the
carbon content, this is no more the case: it seems that Ueff decreases,
eventually down to negative values. It has already been proposed in
a-Si:H22.2 3 or in a-Sij.xCx:H24 . We believe that it is due to the nearby
presence of carbons, as illustrated on the following figure:

i-- i Si --- Si --- Oi- Si

When interstitial sp2 carbons come into the silicon host, they distort locally the
network, giving to the neighbouring silicon dangling bond a polaronic
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character. It modifies intimately the stability of the two isolated DB, leading to
the formation of an "alternative" bond. Whether we should consider this defect
as a D++D- pair (or we could talk about a negative Ueff of the DB) is not
certain. Nevertheless, we think that a microscopic polaronic model of this kind
is at the origin of the observed low paramagnetic stability. Furthermore, we
have evidence of polaronic carriers in a great variety of disordered
carbonated materials (irradiated polymers, SiC fibers...).

CONCLUSION:

We have investigated the paramagnetic defects in a large variety of SiC
based materials. Three different kinds of defects have been identified: the sp3
dangling bonds, unsaturated sp2 carbons, oxygen related defects. These
defects are nearly always present in the studied materials. Noteworthy is the
constant presence of sp2 carbon, even when the carbon content is low. It is
present in diluted form in the amorphous materials with polymeric precursors
(constituting a kind of polymeric network), while it appears as free carbon in
crystalline materials (constituting a composite-like network). This foreign
hybridization leads to a local distortion of the surrounding network, which
generates silicon dangling bonds with polaronic behavior. It seems that these
silicon DB have a very small or even negative effective Hubbard energy. This
relaxation of the network occurs as soon as the network has some degrees of
freedom: only single crystals or methylated silicon avoid the appearance of
sp 2 carbon. Oxygen plays also a major role in the electronic properties at low
temperature. A two band model was used to take it into account.

REFEEE:
1. I. Solomon, M.P. Schmidt, H. Tran Quoc, Phys. Rev.B, 3fi, 9895 (1988)
2., I. Solomon et al., Phys. Rev. B, ad, 13263 (1988)
3. H.J. Kim, R.F. Davis, J. Appl. Phys., 6Q, 2897 (1986)
4. I. Solomon, R. Benferhat, H. Tran Quoc, Phys. Rev. B, 30, 3422 (1984)
5. P.A. Lee, J.W. Corbett, Phys Rev. B, 8, 2810 (1973)
6. H.H. Woodbury, G.W. Ludwig, Phys. Rev., 124, 1083 (1961)
7. H. Okamura etal., Jpn. J. Appl. Phys., 2Z, 1712 (1988)
8. H Itoh. et al., J. Appl. Phys., 66, 4529 (1989)
9. N. Ishii, M. Kumeda, T. Shimizu, Sol. State Com., 41, 143 (1982)
10. A. Stesmans, Y. Wu, J. Non Cryst. Sol., 99, 190 (1988)
11. K.L. Brower, Phys. Rev. B, 9, 2607 (1974)
12. P.R. Brosious, J.W. Corbett, J.C. Bourgoin,Phys Stat Sol A, 21, 677 (1974)
13. G.D. Watkins, K.L. Brower, Phys. Rev. Lett., 36, 1329 (1976)
14. J.N. Lomer, C.M. Welboum, Phil. Mag. A, 37, 639 (1978)
15. M.A. Petrich, K.K. Gleason, J.A. Reimer, Phys. Rev. B, 36, 9722 (1987)
16. J. Sotiropoulos, G. Weiser, J. Non Cryst. Sol., 2, 95 (1987)
17. T.N. Taylor, J. Mat. Res., 4, 189 (1989)
18. A. Morimoto et al, J. Appl. Phys, U, 7299 (1982)
19. R.A. Street, D.K. Biegelsen, Sol. State Com., 35, 1159 (1980)
20. J.E. Northrup, Phys. Rev. B, 40, 5875 (1989)
21. J. Kogka, M. Vanecek, F. Schauer, J. Non Cryst. Sol., 97&9, 715 (1987)
22. K. Winer, Phys. Rev. Left., 63, 1487 (1989)
23. S. Yamasaki et al, Phys Rev. Lett, 65, 756 (1990)
24. Y.A. Zarif'yants et a/, Soy. Phys. Semicond., 22, 459 (1988)



Materials Science Forum Vol. 83-87 (1992) pp. 1207-1212

ACCEPTORS IN SILICON CARBIDE: ODMR DATA

Pavel G.BARANOV and Nikolai G.ROMANOV

A.F.Ioffe Physico-Technical Institute, Leningrad 194021, USSR

ABSTRACT

The paper presents the results of a study of the acceptors Ga, A], B and Sc in n-
and p-type SiC and spin-dependent recombination processes using optically detected
magnetic resonance.

1. Results

We studied epitaxial layers (some ten micron thick) of 6H and 4H polytypes of SiC
both of n- and p-type doped with Ga, Al, B and Sc during growing. They were grown
by the sublimation sandwich method [1] and kindly supplied by E.N.Mokhov. Bulk
materials doped with diffusion and neutron-irradiated and annealed crystals were
also studied. The concentration of nitrogen was 10" - 5*1018 cm "'.

By monitoring the intensity of luminescence which was excited with band-to-band
light from the deuterium arc lamp the ODMR spectra of recombining donors and
acceptors were recorded at 35 GHz and 1.6 K in 6H- and 4H-SiC doped with Ga, B,
Sc and Al [2-6]. First ODMR measurements of SiC:AI were reported in Ref.7.

In gallium and aluminium doped SiC strongly anisotropic signals of shallow
acceptors were found. The ODMR spectra recorded in 6H-SiC:Ga epilayer grown on
the 6H-SiC:AI substrate are shown in Fig. 1. The ODMR lines correspond to an
increase of the luminescence intensity and are identified as donor and acceptor
signals. A nearly isotropic ODMR signal with g about 2 which has a partly resolved
hyperfine structure belongs to nitrogen. This was proved by observation of this
structure in 6H and 4H polytypes of SiC.

The Ga signals have a resolved structure which is due to the hyperfine interaction
with the gallium nucleus. Two Ga acceptor signals and three Al acceptor signals
seem to belong to three different positions of the impurity in the 6H-SiC lattice.
These positions can be classified as either cubic or hexagonal local symmetry sites
when considering the first- and second-nearest neighbours. For Ga the signals of two
positions are not resolved. The Al and Ga acceptors can be considered as
effective-mass-like acceptors. The angular dependence for one of the acceptor signals
in 6H- SiC:Ai and 6H-SiC:Ga is shown in Fig.2.

A decrease of anisotropy for the gallium acceptors ( = -2.27 and 2.21, gL - 0.6)
as compared to the aluminium acceptors (g# =2.41, 2.40, and 2.32, g - 0) may be
due to a larger depth of the Ga acceptor levels. The observed hyperfine structure of
Ga acceptors gave the direct measure of the unpaired electron spin density at the
gallium nuclei and allowed to estimate the degree of localization of the Ga and Al

2 -- __
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acceptors at different position in the SiC IRttice.

It follows from the experimental values of the hyperfine interaction constants that
the density of the wave function of the unpaired electron at the gallium nuclei is
0.56x0' cn "9 and 0.68xI0D cnr" for the low-f-' and high-field acceptor signals A
comparison of these values with the density e. me wave function of the hybrid sp?
orbital composed of the 4s and 4p functions of free gallium atoms shows that the
localization of an unpaired electron is 5% and 6% for the two Ga signals which can
be attributed to the gallium acceptors at the hexagonal and cubic positions
respectively. Similar calculations for the aluminium acceptors show that the
localization of acceptors is about 2.5% and 3% as compared to the wave function
density of sp3 orbital.

Since the emission from a thin layer near the crystal surface could be excited in SiC
with the appropriate light the magnetic resonance of the epilayer and the substrate
could be selectively studied. This is an important advantage of the optical detection
technique. It is also possible to obtain information about the spatial distribution of
impurities in the samples.

Two types of luminescence spectra (yellow and red luminescence in 6H-SiC) can be
observed in boron doped silicon carbide. ODMR was recorded on both luminescence
bands in 6H and 4H poly"ypes of SiC. The nitrogen donor ODMR and a number of
anisotropic signals ascribed to the acceptors were found on the yellow luminescence
in 6H-SiC and their analogue in 4H-SiC An anisotropic ODMR spectrum seems to
belong to several types of centres since the relative intensities of the signals vary with
the emission wavelength. The observed ODMR spectra do not correspond to any
known EPR spectrum in SiC:B and are very different from A] and Ga ODMR
spectra as can be seen from angular dependence plotted in Fig 2.

On the red luminescence in boron doped 6H-SiC and its analogue in 4H-SiC the
nitrogen donor ODMR was observed together with some ODMR signals overlapping
with the hf structure triplet of nitrogen (5]

A very complex ODMR spectrum was found in 6H and 4H polyypes of SiC doped
with scandium [61. Luminescence and ODMR spectra of a 6H-SiCSc epitaxial layer
are shown in Fig 3. The ODMR spectrum coniss of nearly isotropic donor signal
and a number of anisotropic lines which seem to belong to different charge states of
scandium. In the ODMR spectra shown in Fig 2 one can distinguish different Sc
signals which are marked as Sct and Scn. They are shown for different angles in the
(i120) plane between the C-axis and magnetic field. The spectral dependencies of
donor, Set and Scn ODMR coincide wita he emission band. The angular variation of
the Sc signals can be fitted to S-lZ spin Hamiltonian with I - 1.97 and g.L
2.49. The Sc, signal seems to coiste of several overlapp lines which may belong to
different lattice sites.

A group of anisotropic lines in the region ofg < 2 is maked as Scu. It seems to be
possible to describe these signals by S-li1 spin Hamiltonian for three different sets
of parameters. Measurements of ODMR at 24 and 35 0Hz confirmed this
conclusion. g-values of these three lines are estimated as 1 1.21. 1.i8, 1.17 mad gjA
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1.77, 1.63, 1.41 , respectively. Since the same structure was observed in 4H- SiC:Sc
these signals can not be simply related to different lattice sites. The angular
dependence of ODMR in 6H-SC:Sc is shown in Fig 4 where circles mark
experimental point and curves are the result of a fit with the given parameters.

In ODMR spectra recorded on the intensity of donor-acceptor emission resonance
signals which are usually ascribed to multiquanta transitions can be observed [5,6,8].
Normally these "multiquanta resonances" appear at magnetic fields which are exactly
twice and three times larger than the "classical resonance" field of donors and
acceptors. A different behaviour of thb- "multiquanta resonances" was found in 6H-
and 4H-SiC crystals doped with scandium. In this case the positions of the
"multiquanta resonances" of donors were usual but those of the Sc acceptors were
different from the double and triple field of the "classical" resonance when the
magnetic field Bo was not parallel to the hexagonal axis of the crystal (see Fig.4).
The positions of the multiquanta resonances of the aluminium acceptors which were
recorded in the same sample when exciting the substrate corresponded exactly to the
double and triple quanta transition for the S=1/2 acceptors and were as shown in Fig
2.

The observed behaviour of the Sc "multiquanta resonances" implies that their energy
levels are not linear. This non-linearity may be connected with an influence of other
closely lying energy levels. ODMR spectra and a possible model of the energy levels
are shown in Fig. 5.

The angular dependence of ODMR of Al and Ga acceptors is in agreement with
their effective-mass-like character. The configuration of the valence electron shell of
boron is similar to that of aluminium and gallium but the ODMR spectra which are
observed in SiC:B are considerably different. This difference seems to be due to the
fact that the structure of boron centres is different from that of Al and Ga acceptors
which substitute silicon in the crystal lattice. It is probable that boron forms complex
centres including vacancies.

A striking difference in the behaviour of Sc as compared to Al and Ga seems to be
related with a different valence shell structure of scandium (3d4s2) as compared to
that of aluminium (3s3p) and gallium (4s24p). Due to Sc d-electrons quasi d-states
of the acceptor in the band gap may exist. These states appear because of interaction
of d-levels with the valence band of SiC. We believe that the most probable model of
ScI might be a neutral acceptor A. Sc1 may be doubly charged acceptor A--(3d). In
addition to the Sc, and Sc1 ODMR a number of lines can be observed in SiC:Sc
which may be due to high spin states of Sc.

In 6H and 4H SiC subjected to fast neutron irradiation and annealing a well known
green luminescence (DI-spectrum) is observed. The intensity of this luminescence
was found to have a sharp minimum, which is independent on microwaves, at zero
magnetic field and a decrease of the emission intensity at EPR of nitrogen [4,5]. The
spectral dependence of both the zero field signal and the ODMR signal coincided
with the emission spectrum. The signals in some samples were as large as 10% of the
luminescence intensity and could be detected in a wide range of temperature (1.6 -
20 K). The observed effects can be explained by the existence of a spin-dependent
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non-radiative process which is effective at low magnetic fields and at EPR of
nitrogen.

Similar results were obtained in SiC with thermal defects, in ion-implanted samples
and in SiC crystals grown with the excess of silicon, in which the defect luminescence
was observed. In some as-grown epilayers new ODMR signals were obtained. Two
isotropic lines with an unusually large splitting ( 27 mT) which is apparently due to
the hyperfine interaction with the "Si nucleus (4.7%, 1=1/2) may belong to centres
including Sic antisite defects in SiC. According to Ref. 9 these defects require the
lowest formation energies among other native defects in SiC.

2. Summary

In conclusion, ODMR study of hexagonal polytypes of silicon carbide doped with
Ga, Al, B and Sc has proved the donor- acceptor nature of emission. Spatial
selectivity of ODMR allowed separate studies of epitaxial layers and substrates.
Nitrogen was identified as a donor in all samples. The resolved hyperfine structure of
effective-mass-like Ga acceptors gave a direct measure of the localization of the
acceptor wavefunction. Different behaviour of ODMR in B doped SiC is connected
with different structure of B centres which apparently form complexes. Two charge
states of Sc were proposed to explain the ODMR data. Different anisotropy of Sc
acceptors as compared to Al and Ga seems to be due to d-electron in Sc valence
shell. Observation of multiquanta transitions in ODMR has shown that the energy
levels of Sc are not linear probably due to the interaction with highly lying energy
levels. A spin-dependent non-radiative process in SiC was found using ODMR.
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ABSTRACT

We present an optical study on the lines a (7642 cm- 1), P (7397 cm-1), and -y (7205 cm -1 ) in
silicon carbide (6H-polytype), recently attributed to V4 + . The line a is analyzed by Zeeman-
photoluminescence spectroscopy and the findings are compared to results from electron-para-
magnetic resonance (EPR). Our data give strong evidence that the optical defect is identical
to the hexagonally coordinated EPR-active centei V4 + . By absorption measurements we de-
monstrate that a Vs+ charge state is present in p-type material. The energetic position of the
V4+ / s + level is found to be 1.31 eV (species a) and 1.46 eV (species / and 7) above the valence
band. Additionally, in p-type material, we detect a new vanadium-related defect (V4+X).

Introduction

Silicon carbide is a semiconductor material of high band gap with considerable technological
potential [1]., Superior thermal stability and heat conductivity determine this material for
devices to be used for high temperature and high power applications. A peculiarity of this
material system is the enormous variety of polytypes. The 611-species is used commercially to
fabricate blue light emitting diodes and FETs [1].

Transition metal ions are unavoidable contaminations of silicon carbide with impact to tech-
nological properties [2]. Recently, vanadium V4 + was investigated by a work combining both,
electron-paramagnetic resonance (EPR) and optical spectroscopy [3]. The dcfect identification
follows from a characteristic hyperfine structure found in the EPR spectrum. Optical Lransi-
tions observed in the same samples were attributed to V4+ , too, because of the fine structure
found in the zero-phonon transitions and because of a characteristic vibrational side band.
Generally, polytypism leads to more complex spectra, since various inequivalent lattice sites
appear to have different crystal fields. In this paper we will focus on vanadium in 6H-polytype
SiC. For this specific polytype three inequivalent lattice sites are possible (this concerns silicon
and carbon sites as well) [4]. While each of these sites have a tetrahedral coordination of the
next neighbors, different arrangements exist for the second-nearest neighbors. One site shows
a hexagonal symmetry (site a) while two other coordinations have different cubic symmetry
(site P and 7).

For each inequivalent site a zero-phonon line and a corresponding vibrational mode spectrum
was assigned to V4+ . Especially, a fine structure in the line a , consisting of four components,
led to identify the corresponding site to be of hexagonal symmetry [3]., The EPR data motivate
Zeeman measurements on transition a, ra,, h will be reported in the first section.

Experimental

Photoluminescence spectra were measured with conventional grating monochromators, by using
a Kr+ laser (647 nm line) or an Ar+ laser (514 nm line) for excitation. Samples were cooled down
to 4.2 K and 1.8 K, respectively. We recorded spectra in a spectral region between 1.0 eV and 0.7
eV using a liquid N2 cooled germanium detector. For Zeeman-photoluminescence measurements
we useda superconducting split-coil magnet in Voigt and Faraday configuration, respectively;
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magnetic fields up to 7.5 Tesla are possible. The absorption measurements were performed
with a Bomem DA3.01 Fourier-transform spectrometer, alternatively equipped with an InSb or
an InGaAs detector. In several cases we spectroscopically reduced the absorption light source
(halogen lamp) by a silicon filter, blocking all light of photon energy higher than 1.2 eV. For
photoionization studies prior to the absorption measurements the sample was illuminated with
light from a halogen lamp dispersed by a 3/4m-Spex monochromator of spectral resolution of
3 nm (2 meV, approximately).
By Hall measurements we determined the net dopant concentration of the samples.

I. Zeeman measurements (line a)

The line a shows a four-fold fine structure, which is attributed to the symmetry of the lattice
site (CU ) . From thermalization found in the fine structure, the level scheme in Fig. I (right)
can be drawn. Schneider [2, 5] explains the results from EPR and from optical experiments
by a strong tetrahedral crystal-field splitting of the 2D ground state of the V4+ ion (,3d') into
a low energetic 2E state and a high energetic 2T2 state. The 2E state couples via spin-orbit
interaction to the spin S1/ 2 and finally is split by the strong trigonal field into a 1 4 and a 1s, 6

level. The strong trigonal field is believed to split the 2T2 into a high energetic 2T0 and a low
energetic 2T-. The latter state is split by spin-orbit interaction into 174 and r5 ,6 . Additionally,
the states originating from the 2T2 and 2E level should be subject to a dynamic Jahn-Teller
effect. The optical transitions between 2 E(174, r 5,6 ) and 2T±(r 4 , rs, ) are identified with the
fine structure of line a [2], as indicated in the level scheme of Fig. 1 (right).

For angular dependent Zeeman measurements the sample was rotated around the b direction
[010], so that the field could be moved by a turn of 900 from the 6 axis [001] to the 5 axis
[100]. In Fig. I (left) the angular-dependent Zeeman splitting measured at a constant field of
6.9 Tesla is depicted as a function of the angle 6, (6 includes the crystal axis gand the magnetic
field §). When the magnetic field is perpendicular to the -axis (b = 90') no Zeeman splitting
occurs at all, indicating that all g. components vanish within the experimental uncertainty of
Ag = A: 0.1., For any angle 6 less than 90' each of the four lines splits symmetrically around the
center of gravity. For line 2 and 3 the center of gravity is independent of angle 6, while for line
I and 4 a quadratic shift is caused by second order effects. We note that no mixing of Zeeman

S1.8 0

-

1234

CD
C
Li 4i 2.0 0

8 = 6.9 Tesla

-2 ..... i,..I... , . . a 1.8 080 60 40 20 0
6: 4(9,[001]) in (010) plane

Figure 1: Left: Angular-dependent Zeeman splitting of the four fine-structure components of
line a, labelled 1... 4. Angle 6 includes magnetic field A and crystal axis 6. No splitting occurs
for 6=900. Right: level scheme of le v fine structure and g-factors obtained from Zeeman
pattern.



Materials Science Forum vols. 83-87 1215

components occur, which would result in a nonlinear spliting being asymmetric to the center
of gravity. Besides the quadratic shift the whole Zeeman effect can be explained by a g11H. term
for each of the four Kramers doublets. Generally, each of the four fine-structure components of
the line a is expected to split into four Zeeman components, corresponding to the two allowed
transitions Am, .= 0 and the two forbidden transitions Am, = ±1. The complete set of four
Zeeman components is resolvable for line 3 (Fig. 1), while for line 1, which is rather weak, the
high energy component i' not observable because of small intensity and thermalization effects.
Line 2 and 4 on the other hand show a three-fold splitting. Both allowed transitions coincide
since the g1l values of the two states are identical or almosb identical, respectively. From the
progress of the forbidden transitions as a function of angle 6, the gjl values can be determined
within an experimental uncertainty of Ag = + 0.1. A consistent set of gll values, as given in the
level scheme of Fig. 1 can be determined when the whole Zeeman pattern is taken into account.
The lines drawn in the Zeeman pattern are cosine functions, basins on these g-factors. For line
1 and 4 the additional shift of the center of gravity is added.

Comparing the EPR data (gtl = 1.749, gj = 0) [3] with our results (gll = 1.8, gal. = 0), we
find an excellent agreement within the experimental uncertainty of Ag = 0.1. The optical
Zeeman data confirm and consolidate the identification of the EPR center with the optically
active defect. Moreover, for the optically active states a through d of the center a, we have
determined the complete set of g-tensors, see Fig. I (right). The strong axial character is
expressed by the vanishing g± value for all of the g-tensors. We mention briefly that the theory
outlined above (Ref. 2), correctly describes the g-factors of ground states a and b - and hence
fits to the EPR data - but fails to explain the g-factors of excited states c and d [6]., A complete
discussion of the data together with a Zeeman study on the lines J3 and -y will be subject to a
following paper.

II. Position of the V 4 '+ / 5+ donor level

For vanadium, replacing a group IV host atom, the quasi-neutral charge state is V4+, In
EPR measurements V4+(3d1 ) is observable in compensated SiC, while the V3+(3d 2) appears
in slightly n-type material [3]. Further on, it was suggested that vanadium is amphoteric. A
VS+(3d 0 ) state (not paramagnetic) was supposed for p-type SiC since no vanadium correlated
center was obtained in EPR [3]. In the following, we show by absorption measurements that
V' + or V 4+ can be present in 6H-SiC, depending on the experimental conditions.

Energy (meV)
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* ' I ' I ' ' I '

p-type 6H-SiC T 8 K
In 1) ht,,,, < 1.2 eV

- 2) hi/ma < 3.0 eV

0~
3) hivm,. < 1.2 eV

0

€< A l

7200 7400 7600 7800
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Figure 2: A series of absorption spectra successively measured of an aluminum doped, p-type
sample (NA-ND - 3.1018 cm-3 ) under various conditions; see text.
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Figure 2 summarizes a series of absorption spectra successively taken from an aluminum doped,
p-type sample (NA-ND = 3-10' s cm- 3). The temperature was kept below 10 K. For spectrum
1 the sample was cooled down in darkness and absorption was measured using a silicon filter
to block all light with photon energy higher than 1.2 eV [7]. None of the lines a, /3, and -Y
shows up, For spectrum 2 the silicon filter was removed and the complete spectrum of the
absorption light source (halogen lamp) is used. The V44 lines appear as they are found in
n-type material (the primed lines being characteristic of p-type 6H-SiC belong to a different
center and will be discussed in the next section). The transitions still show up, when the
silicon filter is inserted back again (spectrum 3), so that the same conditions are present as for
spectrum 1., The absorption coefficients of all lines appear to be reduced compared to spectrum
2 but stay constant as long as the sample is kept below 200 K. The initial spectrum 1 can only
be reached by heating up the sample to temperatures of approximately 250 K.

The photo-induced absorption is due to an optical charge transfer from vanadium to compen-
sated shallow aluminum acceptor. The photoionization is induced by the high energy spectral
components of the absorption light and can be explained as follows. When the p-type sample is
cooled down in darkness all vanadium ions are in the Vs+ charge state, completely compensated
by the aluminum acceptors. At least an equal amount of Al- is present. Filtering the light by
a silicon filter removes all spectral components of the light that could ionize the V-+ to V4+ ,

Since V' + is optically inactive and no V4+ is present, the lines a, /3, and Y are not observable
(spectrum 1). When the sample is exposed to light of sufficient high photon energy (conditions
for spectrum 2) a hole is ionized from V5+ into the valence band, The remaining V4+ is indi-
cated by the characteristic absorption lines. The observed persistent conversion of the charge
state (spectrum 3) shows that the photo-generated hole is trapped by another impurity, Most
probably this impurity is the compensated aluminum acceptor (Al-). The Al- traps a hole by
about 300 meV [8]. To restore the initial state, as shown in spectrum 1, the temperature has
to be sufficiently high to overcome this barrier. To summarize these results: the optical activa-
tion moves the hole, which compensates vanadium to V5+ , back to the compensated aluminum
acceptor (Al-) and leaves vanadium in the optically active V4+ charge state. We note that in
n-type material the V4+ lines are already present by conditions similar to those for spectrum 1.,

When luminescence is measured in p-type material, the optical active V4+ charge state is
induced by the laser excitation. Hence in luminescence the V4+ transitions show up in n- and
p-type material.

o: line a

.2 0.04 x: line
.0o.. Aline y

L 0
0
0 0.03 = 1.31 eV<oEoY 1.46 eV/

EL_0.01

0.00
1.3 1.4 1.5 1.6 1.7

Energy (eV)

Figure 3: Spectral response of the optical charge conversion. Absorption of line a, /3, and
is plotted via energy E of the light used for photoionization, see text. The absorption of eac
line is normalized to the value found for E = 2eV (detection limit of normalized absorption is
about 0.001), photon flux density, 5.1014 l/(cm2s) for 10 min.
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The peculiar behavior of vanadium as discussed above allows to determine the position of the
V4+/s+ donor level by absorption measurements carried out in the following manner, The
sample is cooled down to T = 6 K in darkness and then illuminated with light of a definite
wavelength for a given period of time. After the illumination step we measure the absorption
by using a silicon filter, to assure that no photoionization takes place during the measurement.
Finally, the sample is heated up to about 250 K so that the original state is prepared again.
The whole procedure is repeated for various wavelengths so that the ionization process can
be resolved spectroscopically for each of the three species a, /, and y. Then the absorption
coefficients of each line are normalized to the value obtained at an excitation energy of E =
2 eV.

In Fig. 3 the photo-ionization curves obtained from the normalized absorption of the lines
a,, and 'Y are plotted via the photon energy of the exciting light. The detection limit of
normalized absorption is about 0.001, so that the lines can be followed over a range of three
orders of magnitude. By comparing the photo-ionization curves of transition a, /P, and t
distinct differences show up. For deep donor level V4+/ S+ we find a trend, which is similar to
shallow nitrogen donor and shallow aluminum acceptor [8]: the hexagonally coordinated center
a shows an ionization energy (E, = 1.31 ± 0.02 eV) significantly smaller than the ionization
energy found for the cubic-like centers / and 7 (E#,, = 1.46 ± 0.02 eV).

III. The V 4+X center in p-type 6H-SiC

Photoluminescence and absorption spectra in the energetic region between 1.2 eV and 0.7 eV
were recorded for several n and p-type samples. In Fig. 4 (lower spectrum) the characteristic
V4+ lines are depicted as they appear in n-type 6H-SiC, consisting of the lines a,fl, and -f and
the corresponding local vibrational modes LM., LM#, and LM, indicated by arrows.

As shown in the previous section in p-type material, the VS+ charge state is the thermody-
namically stable configuration But by excitation with light of hv > 1.5 eV V4+ is generated
and the three characteristic zero phonon lines (a, /, and 7) show up in photoluminescence.
Moreover for several p-type samples an additional series of transitions is observed. In Fig. 4
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£ L  LMp
0 LMV

.4-
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Figure 4: Luminescence of a n-type sample (lower spectrum) compared to a p-type sample
(upper spectrum). In p-type material together with the characteristic line spectrum a, /3, and
y, another set of lines labelled a', and 7' shows up.
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(upper spectrum) a typical spectrum of a p-type sample is shown. Obviously the new lines
originate from a defect (V4+X), which is closely related to the V4+ center. To each line of the
V4+ spectrum a corresponding line of V4+X can be identified. In accordance the additional
series is labelled a' (7815.4 cm-1), 13' (7466.4 cm - 1) and y' (7235.5 cm-'). The fine structure
in transition a' is of the same type as in c. We find 17.2 cr - ' (17.6 cm- 1) for the ground
state splitting and 6.1 cm- ' (5.6 cm- ') for the spacings in the excited states of the V4+X (V4+ )

center. Also the energies found for the vibrational modes are identical to those of the V4 +

defect: we find for V4+X (V4+), a: 84.9 meV and 88.6 meV (84.9 meV and 88.6 meV) /: 88.4
meV (88.4 meV) and -: 88.4 meV (88.4 meV).

Since the spectral properties are very similar between both line systems, presumably the V4+X

is basically V4+ but slightly modified by another impurity in its vicinity. Further work is needed
to identify the microscopic structure of this center.

IV. Summary

By Zeeman spectroscopy we find strong evidence that the optical center a is identical to the
hexagonally coordinated V4+ , recently identified in EPR. We determine the g-tensors for both
the excited states and the ground states. The g-tensors are highly axial, since the hexagonal
crystal field completely quenches the g± part. By low temperature absorption measurements,
we find the V' + charge state to be present in p-type 6H-SiC. But a persistent optical charge
conversion from V5+ to V4+ can be induced optically, when the sample temperature does
not exceed 200 K. Most presumably, compensated aluminum Al- traps the photo-generated
hole. We obtain the position of the V4+/5+ donor level by spectroscopically resolving the
photoionization. Significantly different ionization energies show up for the hexagonal-like site
(a) on one hand and for the cubic-like site (/3 and -y) on the other hand. In p-type SiC we find
a new vanadium related defect (V4+X), which appears to be closely related to V4+ concerning
electronic and vibronic properties.
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ABSTRACT

Reactions involving implanted impurities, radiation defects and background impurities in
ion-implanted natural diamonds are discussed with the emphasis on high local density of

defects produced by displacement cascades. The results are directly related to problems of

implantation doping and hydrogenation of diamond.

1. Introduction

Diamond is sometines considered as one of two or three major materials at the frontiers of
material research [1] and even as the material for electronics of XXI century. As such it
would undoubtedly be used in the form of synthetic crystals or films. At present, however,

natural diamonds remain important both for applications (heat sinks, semiconduciing de-
vices, particle detectors) and for studies of those properties which are common to all forms

of diamond and determined by its structure and bonding. An essential feature of natural
diamond is high concentration of background impurities of which the most important is ni-

trogen. Nitrogen, either as isolated substitutional impurity or in various aggregate forms can
produce a variety of point defects: combinations of nitrogen atoms, lattice defects and other

impurities.

Doping (essential for device applications) is still a serious problem for diamond in spite of
definite success in the growth of doped CVD films, so ion implantation remains to be an

important alternative. As for any technological process the final properties of ion-implanted

;olid state structures are the outcome of a succession of reactions on the surface, interfaces
and in the crystal volume between defects and impurities, both background and introduced

by a given operation. The major factor determining the type and parameters of impurity-de-

fect reactions in ion-implanted solids is high local (within disordered regions) and high
average (at higher doses) density of radiation defects.

The present paper deals with luminescent control of reactions involving implanted impuri-

ties, radiation defects and background impurities in ion-implanted and annealed natural
diamond. It is based on our recent results and, in retrospect, on some of our previous data.
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2. Experimental

Luminescent control of defects and impurities in solids is based upon the accumulated data
on the nature and properties of appropriate centres. Within the last decade the importance

of transition elements as luminescence centres in diamond was recognized first for Ni [2,3J

and recently for Ti and Nb [4]. The strongly degenerate levels of these elements are char-

acteristically split according to the symmetry of a given site. High sensitivity of lumines-

cence spectra of transition elements "probes" to various crystal fields makes them a useful

tool in studies of lattice disorder, impurity-defect interaction etc. [5]. In our experiments

samples of natural diamonds with nitrogen content less than 1018 cm- 3 (type Ila) and more

than 1019 cm "3 (type Ta) were implanted at room temperature by various ions with energies

up to 350 keV and isochronally (1 h) annealed up to 16501C in a vacuum of 10- Torr.

Cathodoluminescence (2-10 keV, 5 aA) was studied in the range 0.4-1.1 jim at 80 K.

3. Results and discussion
3.1 Disordered regions

Considerable fraction of defects created by ion implantation is concentrated within disorder
regions produced by displacement cascades [61. Due to the dynamics of the cascade forma-

tion the inner part of a disordered region is vacancy-rich while a large fraction of inter-

stitials is created predominantly at the periphery of the uscade and owing to their high

mobility quickly migrate into the surrounding lattice 17]. Our luminescence data [81 con-
firmed the high local density of intrinsic defects in disordered regions and the increase of

the size of their nuclei with the increase of ion mass.

The trend towards the increase of the role of nuclei of disordered regions is evident in our

data on Ni implantation. Nickel is known to produce luminescent centres emitting at 884 nm

[2,3]. This doublet line (Figure la) is rather sensitive to perturbations created by
background (mostly nitrogen) impurities and defects, so the implanted Ni ions can be used

as "probes" to study their own disordered regions. As can be seen in Figure lb the widths

of the Ni doublet components decrease considerably in the temperature range 1300-16001C.
These temperatures are considerably higher than those characteristic of interstitial atoms

(400-600 0C), isolated vacancies (800-900 0C) and the known multi cancy complexes

(100-1200 0C) [91. It means that the broadening of Ni lines in the range 1300-16500C
should be understood not in terms of point defects but rather ;n terms of gross lattice disor-

der which survives the annealing temperatures close to the limit of stability of diamond.
This disorder is of essentially local character and related to disorder regions at the end of

ion tracks. This is borne out by the following data. If the sample implanted by Ni and an-

nealed at 16500C is again implanted by, for example, Ti, then the lines of Ni doublet are

slightly broadened by defects produced by Ti implantation. This broadening disappears



Materials Science Forum vols. 83-87 1221

Ni a Ni b

Em
00 00

1000 900 800 A, nm 800 1200 1600 Ta,,°C
Figure 1. Spectrum (a) and line width r versus annealing temperature dependence (b)

of Ni related luminescence.

after annealing at 800 0C and the line width does not change in the course of further an-

nealing up to 16500C. It means that Ni centres 'feel' only the mobile component (inter-

stitials and vacancies ) of the radiation damage produced by Ti implantation and not the
disordered regions surrounding the Ti atoms.

These results are directly related to the problems of ion implantation doping of diamond.

Really it is hard to expect that relatively heavy implanted atoms, such as As or Sb, which,

similarly to Ni, reside (even after annealing) within disordered regions, would display do-
nor properties which are expected of them if they are in the substitutional position. This

pessimistic view is supported by the data of Kalish et al. [10] who found that implanted In

atoms are surrounded by strongly damaged regions up to annealing temperature 18000C.

Clearly, to realize the electrical activity of heavy implanted dopants one has to employ high
annealing temperature (?2000 0C) with the use of high stabilizing pressure which makes this

version of implantation technology rather complicated.

3.2 Nitrogen association and dissociation reactions

Nitrogen as dominant background impurity in natural diamonds is known to exist in various

forms ranging from single substitutional atoms to macroscopic "platelets" [14]. The ratio of

concentration of various forms determines optical properties of diamond crystals and forms -1
a basis of their classification. The change of the form of nitrogen in diamond was observed
as reactions of either association of single nitrogen atoms into aggregates of two or three

atoms (at 1600-20001C and the stabilizing pressure z6. 109 Pa [III) or dissociation of ___
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Figure 2. Luminescence intensity I of centres containing one (389 nm, 575 nm), two
(H3),and three (N3) nitrogen atoms versus annealing temperature (a) and
implantation dose (b).

these aggregates into isolated nitrogen atoms [12J. The process association-dissociation is
reversible, its direction depending on temperature and on the ratio of concentrations of
isolated and aggregated nitrogen. As practically any reaction in solid state this process

should depend upon the density of lattice defects. This was first observed by Collins [131
who found that the association of single nitrogen atoms into pairs (the so called A-form)
occurs already at 15001C in diamonds ir-adiated by fast electrons. A mechanism of transport
of nitrogen atoms via mobile complexes N-V was suggested.

In our "nitrogen free" type Ila samples we also observed the association of implanted
(isolated) nitrogen atoms into aggregates. Summing up the behavior of nitrogen atoms im-
planted in "nitrogen-free" type Ila crystals we see that immediately after the implantation

or after annealing at T<10000 C these atoms form interstitial (e.g. 389 nm) and single-atom
(575 nm) centres. The well known luminescent centres H3 and N3 (containing vacancies

plus 2 or 3 nitrogen atoms respectively) are formed already at the annealing temperatures
TI000°C (Figure 2a) which are considerably (500-10000C) lower than those for crystals
not irradiated or irradiated by fast electrons. This drastic radiation enhancement of aggrega-
tion is due to the high local density of radiation defects. Locally each implanted atom is
surrounded by a disorder region, rich of vacancies and ready to provide a "carrier" for
nitrogen transport. This situation is to be compared to electron irradiated samples where
both vacancies and single nitrogen atoms are randomly distributed.

The importance of high local density of defects for this kind of association reactions is con-
firmed by the first, second and third power low of "intensity versus dose" dependencies for
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Fizure 3- Spectra (a) and annealing behaviour (b) of oxygen related luminescence.

centres containing one, two and three nitrogen atoms respectively (Figure 2b). This simple
relation of the power low to the number of nitrogen atoms in a given centre would not hold
for randomly distributed vacancies and nitrogen atoms. The kinetics of formation of, for

example, H3 centres, containing three (N-V-N) (14) or four (V-N-N-V) 1151 compo-
nents would not follow simple second power low observed in our experiments and under-

stood in terms of two component (NV+NV) reaction.

3.3 Trapping and release

Any process of complex formation can be considered as "trapping" of its components. The

terms "trapping" and "release" are generally used when the nature of complexes is not
known and the emphasis is on the very fact of disappearantce or appearance of some effect
due to a given impurity or defect.

In oxygen-implanted diamond we observed several lines (584.8, 598.3, 836, 845 nm, Fig-
ure 3a) definitely related to centres containing oxygen (the detailed data will be published
elsewhere). The peculiar feature of these centres is that they appear (contrary to practically
all optical centres in implanted diamond) only after high temperature (>15000C) annealing
(Figure 3b). This can be understood in terms of release of the implanted oxygen atoms from
some configurations where they are kept in optically inactive form. The intensity of these
lines is increased if the samples implanted with oxygen and annealed at 16500C are irradi-
ated by 4 MeV electrons (or bombarded by some other ions) and again annealed at
16500C. It means that the release of oxygen is enhanced by radiation damage.



1224 ICDS- 16

Hydrogen was recently shown to passivate electrically active defects in diamond [16]. In

any process of hydrogenation or dehydrogenation of diamond it is important to take into

account the contribution of hydrogen present in natural diamonds as one of the main back-
ground impurities [17]. In this respect it is pertinent to recall our data on luminescent con-

trol of hydrogen in diamond [2]., in hydrogen (or deuterium) implanted diamonds we

found specific, isotopicly shifted luminescence lines at 545.8 nm (H) and 545.2 (D) respec-

tively. The nonmonotonic annealing curves suggested complicated kinetics of formation and

destruction of the centres. An importan, feature was an additional peak at about 9501C on

the annealing curve for hydrogen centres. This was understood as a manifestation of a proc-

ess which overcompensated the destruction of the centres. This process is believed to be the
release of hydrogen from some sources, probably water containing magma droplets [17]

where it is "stored", The supply of hydrogen from these sources can essentially affect the

properties of heat treated (and irradiated) samples.
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ABSTRACT

Wide-band-gap semiconductors are of great technological interest, but are plagued by one
major problem: they can easily be doped either n-type or p-type, but not the other. For
example, it is comparatively easy to make n-type ZnSe, but difficult to make p-type ZnSe.
Compensation by native point defects is the most popular explanation of doping problems in
wide-band-gap semiconductors. We determine the concentrations of all native point defects
in ZnSe, using accurate ab initio total energy calculations. We find that native defect con-
centrations are too low to cause compensation in stoichiometric ZnSe. Small deviations from
stoichiometry can produce enough native defects to compensate doping. However, we find
that for either Zn-rich or Se-rich material, native defects will compensate both n-type and
p-type doping; thus deviations from stoichiometry cannot explain why ZnSe prefers to be n-
type. For Li-doped ZnSe we show that the true cause of doping difficulties is twofold: (1) the
propensity of Li to become an interstitial donor and (2) the limited solubility of tb . dopant.

1. Introduction
Wide-band-gap semiconductors have important optoelectronic applications. ZnSe (E. = 2.7

eV) for example, can be used to make a blue semiconductor laser., Greater use of wide-band-gap
materials has been hampered by doping difficulties: very few wide-band-gap semiconductors
can be doped both n-type and p-type.[1, 2, 3] For instance, ZnTe and diamond can be doped
p-type but not n-type, while other wide-band-gap materials can only be made n-type. In spite
of recent reports of well-conducting p-type ZnSe,[4, 5] the causes of the doping problems remain
unclear.

The most popular explanation of why it is hard to dope wide-band-gap semiconductors is the
native defect compensation mechanism.[6, 7] According to the native defect mechanism, p-type
ZnSe is compensated by native point defects that are donors. The energy cost to form the native
defects would be offset by the energy gained when electrons are transferred from the donor levels
of the native defects to the Fermi level (which is near the valence band in p-type material), If
the native donor defect levels are near the conduction band edge, tl'en the energy gained by
electron transfer would almost equal the width of the band gap (Fig. 1). Consequently, native
defect compensation would become more likely as the band gap is increased., n-type doping of
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Figure 1: Native defect compensation in a p-type semiconductor. According to the native
defect mechanism, native donor defects are formed in wide-band-gap semiconductors. These
defects gain back much of their energy of formation by transferring electrons from defect levels
near the conduction band to the Fermi level near the valence band. The energy gain due to
electron transfer can be of the order of the band-gap energy.,

ZnTe and diamond would be compensated by native acceptor defects that transfer their holes
to the donor dopants. The appeal of native defect compensation is its universality-it applies
to all wide-band-gap materials, all growth methods, and all dopants. Although native defect
compensation was proposed some 30 years ago, there is still no convincing evidence either for
or against it.

We investigate the native defect compensation method using first-principles total energy
calculations. We calculate the total energies of all native point defects in ZnSe, and use these
energies to determine the con-entrations of these defects. The energies were calculated in a
pseudopotential formalism. To get a good description of ZnSe, we include the Zn 3d electrons as
valence states, using a mixed basis set of localized functions and plane waves. These are the first
defect calculations in a 1I-VI semiconductor to fully include the effects of the metal d electrons.
We find that the concentrations of native defects are far too low to compensate p-type doping
of stoichiometric ZnSe. Small deviations from stoichiometry can accommodate large concentra-
tions of native defects. We find, however, that any deviations from stoichiometry compensate
n-type as well as p-type ZnSe. Thus, native defects caused by deviations from stoichiometry
cannot explain why it is so much harder to make p-type ZnSe than n-type ZnSe. We have also
determined the native defect concentrations in diamond, and again find that the defect concen-
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trations are too low to compensate doping. Having shown that native defects are not responsible
for doping problems in wide-band-gap semiconductors, we will examine doping problems on a
case-by-case basis, For the Lizn acceptor in ZnSe we show that there are two causes of doping
difficulties: (1) the presence of interstitial Li donors and (2) the limited solubility of Li in ZnSe.

2. Methods
In this section we describe the theoretical methods used to calculate defect energies. Our

calculations use density-functional theory in the local-density approximation (LDA) and norm-
conserving pseudopotentials.[8, 9] Supercells (corresponding to 32 atoms of pure ZnSe) are used
to represent the defects. These methods, combined with a plane-wave basis set, have been used
very successfully in the past for studies of defects in Si and other semiconductors. The Il-VI
materials, however, present a problem for these methods: zinc contains a tightly-bound set of
3d electrons that cannot be easily represented by a plane-wave basis set. These d electrons may
be treated as core states of the pseudopotential, but this results in a very poor description of
ZnSe. For example, the lattice constant calculated with a "d-in-the-core" pseudopotential is
5.19 A compared with the experimental lattice constant of 5.67 A (Fig. 2).

In order to treat the d electrons as valence states, we use an all-new mixed-basis program,
which combines localized functions with the plane waves., The program was carefully optimized,
allowing defect calculations in large supercells. We use the Zn 3d pseudo-wave functions as the
localized basis functions, and include all plane waves up to a kinetic energy cutoff of 9 Ry. (The
eigenvalue problem was solved using an iterative diagonalization scheme.[10]) These methods
provide a good description of the lattice constant, bulk modulus and TO phonon frequency of
ZnSe (and other materials). Convergence tests were performed for supercell size, the basis set
and other calculational parameters, assuring an overall accuracy of better that 0.5 eV.

Density-functional theory used with the LDA consistently predicts band-gaps that are too
small compared with experiment. For ZnSe, our calculated band-gap is about 1 eV. This band-
gap error will affect formation energies of defects that have occupied electron states in the
band gap. The band-gap error will not affect our results for p-type material (where the Fermi
level is near the valence band edge) since defect states in the gap will be empty and will not
contribute to the total energy of the defect. In n-type material, we can derive a minimum
value for the defect energies by assuming that the calculated electron levels in the gap are
correctly pusitioned with respect to the valence band edge. The maximum value is found by
assuming that the calculated levels are correctly positioned with respect to the conduction
band edge. In our work we will use the worst-case assumptions about defect energies in n-
type materials to guarantee that our conclusions are not affected of the LDA band-gap error.

3. Defect energies and concentrations
We use these methods to calculate the formation energies of all native point defects in ZnSe:

two types of interstitials (Zni and Sei), two types of vacancies (Vzn and Vse), and two types
of antisites (Znse and Sez)., The total energy of each defect was calculated in each relevant
charge state, for a total of 29 defect calculations.

The formation energy of a defect may be lowered by the relaxation of nearby host atoms
from their perfect crystal sites. We calculate relaxation energies explicitly for the dominant
native defects in p-type ZnSe. For interstitial defects we relax the first and second nearest
neighbor atoms and also the fourth nearest neighbors that are bonded directly to the first
nearest neighbors., For substitutional defects we relax the first nearest neighbors. All of these
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Figure 2: Total energy of pure ZnSe as a function of lattice constant calculated with the Zn 3d
electrons treated as core states and as valence states. The experimental values (solid line) are
based on the experimental lattice constant and bulk modulus. For comparison, the minimum
energy of each curve is set to zero.

relaxations are small: the largest relaxation that we found was 0.2 A with a relaxation energy
of 0.6 eV. For the remaining defects, we assume a relaxation energy of 1 eV; our conclusions
remain unchanged even if we allow a 2 eV relaxation energy.

Defect concentrations will also depend on the formation entropy of the defect. In our work
we allow a range of 0-10 k5 for the defect formation entropies. By comparison, a recent accurate
calculation[! 1, 12] for the Si self-interstitial found a formation entropy of 5-6 k8 for the ground
state. The Si self-interstitial represents an extreme case in that the ground-state configuration
has low symmetry, which accounts for half of the formation entropy. It is therefore highly
unlikely that the entropies for native defects in ZnSe could be larger than 10 kB.

In a compound semiconductor like ZnSe, individual native defect energies are not unique
numbers: they are a function of the chemical potentials of the Zn and Se atoms, uzn and pse.
The two chemical potentials are constrained by the condition that (in equilibrium) their sum
must equal the total energy of a two-atom unit of perfect ZnSe (PZns = Uzn +/Ps,).. (We use
the total energy of a perfect ZnSe cell at T = 0 K for pznse.) Given the Zn and Se chemical
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p-type n-type
Defect Concentration (cm- 3 ) Defect Concentration (cm - 3 )

Zn + (Tse) 2.5 x 109  1.4 x 10'3
V0  2.1 x 101 Znj, 5.2 x 1012

Sej+  1.5 x 108 ZnSe 1.3 x 1012

Se,, 1.7 x 10 3.5 x 10"
Vi_ 8.7 x 108 V , 3.7 x 109

Zn++ (Tzn) 2.2 x 108 Znj (Tzn) 5.1 x 108
Vi._ 1.2 x 10 Zns+ 6.2 x 1I

______ .S.0 1.7 x105+
e

+  1 8.6 x 105 V F-- 1. 6 ~

Table 1: Native defect concentrations in stoichiometric ZnSe. Concentrations of defects greater
that 10' cm -3 are shown for ZnSe doped with 1018 cm -3 acceptors or donors. A formation
entropy of 5 k per defect is assumed.

potentials, the formation energy of each native defect is well defined and can be derived from a
supercell calculation as follows. The total energy of a supercell for the i'h defect containing N
Zn atoms and M Se atoms, E(i), is calculated. The defect formation energy, Efom(i), is then

Ejo,-(i) = E(i) - Npzn - Mps. = E(i) - (N - M)pl - (N + M)p 2 = e(i) - n(i)pl (1)

where pi = (PZn - PSe)/ 2 , P2 = (Plzn + Pse)/ 2 (a constant), n(i) = N - M, and f(i) =
E(i) - (N + M)P2, n(i) is the number of extra Zn atoms that must be added to form the
defect (+1 for Vs,, -2 for Sez., etc.) and is independent of the size of the supercell. Using
this prescription all of the defect formation energies, and hence their concentrations, C(i), are
unique functions of pt. The concentrations, in turn, determine the stoichiometry. Here, we fix
the stoichiometry first and then determine C(i). To do this we write C(i) in terms of the total
energies and entropies, S(i), of formation:

C(i) = es(i)lkse - {' (i)-n (' )" lksT = e-S(')lk3-c(,)lkB7jyn (s)  a(i)yn(i) (2)

where y = exp(pl/kBT). The stoichiometry parameter is

X = n(i)C(i) =- in(i)a(i)yn(') (3)

(X = 0 for perfect stoichiometry, and X > 0 for Se-rich). To find defect

concentrations as a function of stoichiometry, one simply chooses values of X and
the temperature, and solves for y. (The problem is essentially finding a root of
a polynomial, which can be done quickly and easily using standard algorithms.)

4. Results
Figure 3 shows the concentrations of minority carriers produced by all native defects for

n-type and p-type stoichiometric ZnSe. Individual defect concentrations are presented in Table
1. The results shown are for material with 1018 cm- 3 dopants. The dominant native defects are
gn+  V,, and Se++ for p-type, and V-- and Zn, for n-type. At MBE growth temperatures
(T=600 K) the concentration of minority carriers produced is less than 1012 cm-3.For material
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Figure 3: Concentration of minority carriers produced by all native point defects in stoichio-
metric p-type and n-type ZnSe. (The range of values shown for p-type ZnSe corresponds to
defect formation entropies in the range of 0-10 kB.) For n-type ZnSe, the minimum defect con-
centrations are shown (derived from the maximum formation energies due to the LDA band-gap
uncertainty). This shows that the concentration of native defects in n-type ZnSe is at least as
great as it is in p-type ZnSe.

grown at higher temperatures, excess native defects will recombine during cooling, unless the
nample is rapidly quenched. (Native defects in ZnSe remain mobile even at temperatures of
400 K,[13] so that kinetic barriers do not prevent the attainment of thermal equilibrium.)

To further support our conclusions, we have derived native defect concentrations for diamond
from the first-principles defect energies of Bernholc et al..[14] The doping level is again 1018
cm- 3. At a CVD-growth temperature of 1100 K, the number of holes produced in n-type
diamond by native defects is at most 2 x 1013 cm-3 (Fig. 4). Clearly, the concentrations of
native defects in both stoichiometric ZnSe and diamond are far too low to produce significant
compensation. Furthermore, the native defects are no more likely to compensate p-type ZnSe
than the other way around.

Our conclusion that the concentrations of native defects in stoichiometric ZnSe are very low
does not mean that native defect compensation in ZnSe never occurs. If the sample is grown
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Figure 4:- Concentration of minority carriers produced by all native point defects in p-type and
n-type diamond. For n-type diamond, the maximum defect concentrations are shown (derived
from the minimum formation energies due to the LDA band-gap uncertainty). This shows that
the concentration of native defects in n-type diamond is too low to compensate doping.

with even a slight deviation from perfect stoichiometry the concentration of native defects will
necessarily be very large, even at T = 0 K. (We refer here only to deviations from stoichiom-
etry caused by native defects. In actual crystals, precipitates, dopants and higher dimensional
defects may also contribute to the stoichiometry.) Because the density of atomic sites in ZnSe
is 4 x 1022 cm - 3 a deviation from stoichiometry as small as 10- 4 implies a defect concentra-
tion of about 1018 cm-3., We find that the native defects that accommodate deviations from
stoichiornetry are always those that compensate the majority carriers. For p-type ZnSe, the
dominant defect is Zn, in Zn-rich material, and Sez. in Se-rich material; we find that both are
double donors. For n-type ZnSe the dominant (acceptor) defects are Zns. and Vz. for Zn and
Se rich materials, respectively. Similar results were found by Jansen and Sankey.[7] This defect
structure is much richer than that used in many previous analyses of native defects in II-VI
semiconductors.[15] The difficulty in producing p-type ZnSe cannot be explained by deviations
from stoichiometry because any deviation that compensates p-type doping would compensate
n-type doping equally well.
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The deviations from stoichiometry that we are discussing are too small to measure experi-
mentally, which precludes a direct confirmation of our predictions. There is, however, indirect
evidence to verify one of our predictions, namely that the zinc vacancy is the dominant native
defect in n-type Se-rich ZnSe. As-grown bulk ZnSe samples are highly compensated, and must
be annealed in a Zn-rich atmosphere to be made well-conducting. One known cause of this com-
pensaton is large numbers of "self-activated" (acceptor) centers, which are donor-Vz" pairs.t16]
This shows that zinc vacancies are a prominent defect in as-grown n-type ZnSe. Furthermore,
analysis of the Zn-Se phase diagram suggests that ZnSe grown under equilibrium conditions
from a melt is Se-rich. Thus, our results for Se-rich n-type ZnSe provide a natural explanation
of the occurrence of self-activated centers in ZnSe.

Having settled the native defect compensation issue quantitatively, we now reexamine the
notion that native defect compensation increases with the width of the band-gap. Let us restate
the standard argument for this trend: for p-type material, imagine a prototypal compensating
native donor defect that, when neutral, introduces one electron into a level in the gap (EL);
the formation energy for this defect, E° , is assumed not to depend on the width of the band
gap. The energy gained by transferring the electron from the level in the gap to the Fermi
level (EL - EF, where EF is the Fermi level) should, in contrast, increase with the width
of the gap. Thus, the net energy needed to form compensating defects, E0 - (EL - EF),
should decrease as the band gap increases. The flaw in this argument is that it assumes
that the level in the gap EL and E are independent of one another. Actually, the level
in the gap is defined by EL = E - E+,[17] where E+ + EF is the (Fermi-level dependent)
energy of formation of the positive charge state defect (Fig. 5). Using this definition, we find
that the net energy required to create a compensating defect is E - (EL - EF) = E+ +
EF. independent of the energy of formation of the neutral defect. We see that native-defect
compensation will increase with the width of the band gap if and only if E+ + EF decreases
with increasing band gap. The existence of such a trend has not been convincingly established.

5. Dopants in ZnSe
Having eliminated native defects as a generic source of compensation in wide band-gap

materials, it is fruitful to identify problems associated with specific dopants. At present, we
are examining the technologically important cases of Liz,,, Naz and Nse acceptors in ZnSe.[18]
Our results for Li doping indicate that two factors inhibit doping. 1) Interstitial Li is a donor.,
For lightly Li-doped samples, where the Fermi level is far from the valence band edge, sub-
stitutional Liz,, has a lower formation energy than Li, so that all of t'.e Li will be substitu-
tional acceptors. As the Li content increases the Fermi level moves down, causing the for-
mation energy of the Li, donor to decrease, and that of the Lizn acceptor to increase. For
heavily Li-doped samples, the Fermi level will be pinned at the value for which the forma-
tion energies of the interstitial and substitutional defects are equal. The pinning Fermi level
position depends on the zinc chemical potential uz,,: for low Az" (Zn deficient), Liz,, is fa-
vored over Li, and the pinning value of the Fermi level will be lower. Thus compensation
by Li can be avoided by growing the crystal in a Zn-deficient environment. 2) A second
factor that inhibits Li doping ia that the solubility of Li in ZnSe is limited. We calculate
the solubility limit for Li in ZnSe to be a few times 108 cm- 3 at a growth temperature of
600 K. These results explain the experimenttally observed saturation of the hole concentration
with increasing Li content, and the limited total Li concentration in Li-doped ZnSe.[19, 201
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Figure 5: Formation energy of the neutral (E°) and positively charged (E + ) states of a donor
defect, as a function of the Fermi level (EF). The level in the gap, EL, is defined as the value
of EF for which E = E+,.

6. Summary
In conclusion, we have shown that native defects alone cannot be responsible for difficulties

in doping the wide band-gap semiconductors ZnSe and diamond. Native defect concentrations
in MBE-grown stoichiometric ZnSe are too low to compensate. Deviations from stoichiometry
in ZnSe can produce large numbers of native defects which, however, compensate n-type as well
as p-type material. Therefore native defects produced by deviations from stoichiometry cannot
explain why it is much harder to dope ZnSe n-type than p-type. Having eliminated native
defects as the source of doping problems in ZnSe, we are examining specific dopant systems.
Results indicate that doping problems for Li-doped ZnSe are caused by 1) competition between
substitutional and interstitial Li and 2) limited solubility of Li in ZnSe.
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ABSTRACT

The structure of A - centres in CdTe:Cl has been determined by optically detected magnetic
resonance ( ODMR ) investigations in the luminescence band at 1.42 eV. The centres have
trigonal symmetry and the g - factors are g, = 2.2 and g1 

= 0.4 assuming an effective spin S =
1/2. In addition hyperfine interaction with the nearest Tellurium neighbors has been
observed. The properties of the A - centres in CdTe are compared to the data of those defects
in other II - VI compounds.

1. Introduction

Cation vacancy - donor complexes ( A - centres ) play an important role in the compensation
behaviour of II - VI compounds. In ZnS and ZnSe the properties of those defects have been
studied in great detail and it has been demonstrated that they are responsible for the "self -
activated " luminescence bands [1,2]. However, there is only limited information about the
luminescence and electronic properties of A - centers in the other II - VI compounds,
especially in CdTe.
In ZnTe, being an exceptional case in the II - VI family in that sense that inspite of n - type
doping only p - type conductivity results, A - centres have possibly been identified [3]. Their
optical and structural properties show, however, striking differences compared to ZnS and
ZnSe.
In Cd e which can be doped n- and p- type A - centres were claimed to be responsible for a
luminescence band located at 1.42 eV, but sofar no experimental proof has been given [4].
Unfortunately the situation in CdTe is complicated by the fact that in this spectral range also
donor - acceptor recombinations due to residual impurities Cu and Ag occur [5]. This has led
to speculations that A - centers may not be present in the material and that the compensation
mechanism in CdTe is governed by extrinsic contaminations [6].
In this study we have been able to identify A - centers in CdTe by ODMR experiments and to
correlate the luminescence band. Their optical and magnetic properties show features of
intermediate deep defects in this host. Our results support the A - center identification in CI
doped ZnTe.
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2. Experimental Setup

Optical and magnetooptical experiments were performed at 1.7 K with the sample in contact
with superfluid helium or at 4.2 K.
The ODMR spectrometer operates at 24 GHz ard static magnetic fields up to 2.5 Tesla were
available. As excitation light the 514 nm line of an Ar+ laser was used, typical excitation
powers were 200 mW in an unfocused beam. The emission was dispersed through a double
monochromator and detected by a Ge detector ( North Coast ). For the measurements of the
magnetic circular polarisation of the emisson ( MCPE ) a quartz stress modulator and a linear

polarizer w:;s set in the emission beam. The samples used were grown either by the Bridgman
or the traveling heater technique. Dopants were added into the melt prior growth in
concentrations up to 1019 cm "3 .

3. Results and Discussion

The luminescence spectrum of CdTe:CI ( Fig. I a ) shows a band centered at 1.42 eV. The
zero - phonon !ine ( ZPL ) is at 1.478 eV followed by 6 LO-phonon replicas which slhow an
intensity distribution according to the Poisson distribution I(n)=e's (Sn/n!) with a Huang -
Rhy's factor of S = 2.2 ± 0.1. Almost no luminescence due to excitonic recombinations close
to the band gap of CdTe at 1.6 eV is observed.
Cu gives also rise to emission in this spectral region (EzpL = 1.45 eV) and is an omnipresent
impurity in CdTe, other defects and impurities causing luminescene at 1.42 eV have been
reported in ref. [5,7,81. The luminescence spectra of those defects or impurities show slightly
shifted ZPL's and different Huang - Rhys factors compared to Fig. Ia. However, by the
ODMR experiments described in the following it was possible to show that A - centres
definitly have the above dewcribed photoluminescence in this spectral region.
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The ODMR signals obtained in the luminescence of Fig. la are shown in Fig. 2. They are
measured as decrease of the MCPE which increases with increasing magnetic field (increasing

background in Fig.2 ).
The ODMR excitation spectrum presented in Fig. lb shows that the resonances originate in

the luminescence band of Fig. la.
The high field ODMR resonance in Fig.2 is isotropic and has a g - value of 1.69 in agreement
with the value obtained for donor centers in electon - spin - resonance experiments [9].

The other ODMR signals in Fig. 2 are anisotropic resolving an acceptor with trigonal
symmetry . The corresponding angular dependence is shown in Fig. 3 by full circles, rotating
the crystal in a (110) plane. Assuming an effective spin S.= 1/2 the angular dependence is
fitted by the spin Hamiltonian

H = uB "B'gcf'S

with gcff=(gll,cff cos% + g1,Cff2sin2e)1 / 2

and effective g - values gl ,rff = 2.2 and gi,,ff = 0.4 ( drawn lines in Fig. 3 ). a denotes the
angle between the magnetic field B and a trigonal < I l> symmetry axis.
Tn contrast A - centres in ZnS and ZnSe have g - values close to the free electron g - value,
reflecting the quenched orbital moment of these deep level defects [1].
A - centres act as single acceptors ( VCj" - CITc+ )-, the neutral charge state, when a hole is
trapped, is paramagnetic. The level position in CdTe is approx. 120 meV above valence band
which is "shallow "compared to ZnS and ZnSe ( approx. 1 eV and 0.6 eV respectively) [10].

Shallow acceptors can be described as being formed by a J = 3/2 hole from the top of the
valence band, which is split by the trigonal pertubation D into J,= ± 1/2 and Jz= ±3/2 states.

The spin Hamilton operator can thus be written :

H = D[Jz2 -1/3J(J+ 1)) + hBBrz + g1jpB(BxJx + BvJy)

where g, and g are given by , = 1/3 . and g.L,(2Dg. eff)/hu, with hu the microwave
energy [11,121.



1238 ICDS- 16

<001> <111> <110>

T- 1 5K
24.0 GHz /

4.0

- 3.0

Fig. 3:

S2.0E Angular dependence of the ODMR lines of

the A - center in CdTe:Cl. The magnetic
field is rotated in a {110) plane. The

1"0 ,. experimental data are plotted as filled
circles. The calculated angular dependence

0 30 60 90 ( trigonal symmetry ) is plotted as solid lines

angle (degree)

With our measured value of g11 ,eff 2.2 we obtain g/= 0.73 close to the g - values for shallow
effective mass like acceptors in CdTe of g = 0.71 [13].
The splitting of the Jz = ±3/2 and Jz= ± 1/2 states caused, by the trigonal distortion can be
estimated from g1 ,eff =0.4 to be D Q 0.09 meV [12].
Each of the acceptor lines shown in Fig.2 is accompanied by 4 satelites of lower intensity ( Fig.
4 ). The intensities of the two stronger and the two weaker lines are about 12%, and 1% of the
central line respectively. The splittings are, within the experimental accuracy, constant when
rotating the crystal with respect to the static magnetic field.
Considering the intensities and positions of the peaks the spectrum cannot explained in terms
of a hyperfine interaction with a central nucleus being part of the defect. However, the set of 5
lines can be explained well by the hyperfine interacion with three equivalent Te ligands.
About 92% of the Te isotopes have nuclear spin I = 0 and 8 % have I = 1/2. These are 125Te
(I = 1/2, 7% abundance) and 123Te (I = 1/2, 0.9% abundance), the difference in their
magnetic moment u=0.8n and 0.73p. respectively is to small to be resolved in our
experiments.
The nearest neighbor sites can be occupied either by an isotope with I = 0 or I = 1/2. Taking
into account the statistical weights the defects with one I = 1/2 Te neighbor should account
for 13%, the defects surrounded by two Te atoms with I = 1/2 should account for 0.5% and
those with three Te I = 1/2 atoms to 0.001% of the intensity. The latter are difficult to
observe, but the experimental data are otherwise in excellent agreement with such a model.
The observation of the Te ligand hyperfine interaction excludes that the defect is located on
the Te sublattice. This together with the symmetry rules out any extrinsic impurity to be
responsible for the defect, single acceptors such as the group I elements and, e.g. Cu and Ag,
have cubic symmetry.
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T=1.5K
24.0 GHz Te (I = 0)

U) B 20 off <001>

-d

Te'2 5 (I=1/2 Fig. 4:

2 Te125  The Te ligand interactions of the A -center
in CdTe:Ci. The different peaks correspond
to 0, 1 and 2 of the 3 Te neighbors having

1.20 1.25 1.30 an isotope with nuclear spin I = 1/2

magnetic field (tesla)

We therefore conclude that a Cd - vacancy is at center of the defect surrounded by three Te
ligands with a clorine donor atom located in one of the < 111 > nearest neighbor positions
causing the trigonal distortion ( Fig. 5 ). It compensates one of the two negative charges of the
Cd -vacancy.
A hyperfine interaction with the clorine donor nucleus ( I = 3/2 ) could not be resolved in our
experiments. Anyway, it is expected to be small and buried in the linewidth of the Te -
hyperfine lines because the hole trapped at the defect is repelled electrostatically by the
positive C1 - donor. Experiments like optically detected electron nuclear double resonance
(ODENDOR ) could possibly resolve these interaction and are planed for the future.

Conclusions

The analysis shows that A - centers in Clorine doped CdTe although having the same
atomistic structure aF those in the widegap II - VI compounds ZnSe and ZnS their electronic,
optical and magnetooptical properties differ remarkably. For A - centers in ZnTe:CI results
have been obtained which are comparable to this investigation [3]. In the Tellurium
compounds A - centers behave as "intermediate" deep centres whereas in ZnSe and Zns they
are true deep level defects.
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PICOSECOND ENERGY TRANSFER BETWEEN EXCITONS AND DEFECTS
IN LI-IV SEMICONDUCTORS

R.Heitz, C.Fricke, A.Hoffmann and I.Broser
Institut fdr Festkrperphysik, Technische Universitdt Berlin, Germany

ABSTRACT

The luminescences of bound excitons in various II-IV semiconductors are studied by means of
time resolved spectroscopy at liquid helium temperatures. A general trend of increasing lifetimes
with increasing binding energies is in reasonable agreement with the theory of Rashba and
Gurgenishvili indicating a predominant radiative decay. It is shown that the investigation of the
dynamics of weakly bound excitons provides the possibility to determine parameters of the free
exciton. An effective exciton mass of 1.06m0 for ZnO and a free exciton oscillator strength of
0.0014 for ZnS are determined. The limits of the model in case of deeply bound excitons as well
as the nonradiative decay channels are discussed. The observed luminescence risetimes due to
the formation of bound exciton complexes after generation of free excitons are investigated.

Introduction

In II-IV compounds nearby the free exciton resonances a lot of sharp lines dominate the
emission spectra1. These lines are due to the radiative decay of excitons weakly bound to
different defects always present in these compounds. Due to the high formation probability of
such complexes they are the dominant decay channel for intrinsic excitations (e.g. free excitons)
in these semiconductors. Even low impurity concentrations suppress the free exciton
luminescence due to a drastic shortening of their lifetimes2. The giant oscillator strengths
connected with bound excitons correspond to extremly short radiative lifetimes, which strongly
reactivated the interest in recent years3,4, 5, since the bound excitons become good candidates for
fast nonlinear optical devices, suggested for optical or opto-electronic data processing.

In this paper we report on time resolved spectra of free and bound excitons in ZnO, ZnS, CdS
and ZnSe at low temperatures. Low excitation densities are employed, since otherwise
biexcitons and other nonlinearities superimpose the dynamical behaviour of the bound excitons.
The obtained data are compared to recent results for ZnO5, ZnSeO,6 and CdS7 and discussed in
the framework of the theory developed by Rashba and Gurgenishvili8 ,9 in order to determine the
parameters controlling the relevant decay mechanisms. Thereby, it is demonstrated that the
investigation of the decay dynamics of weakly bound excitons gives a valuable feedback about
basic parameters of free excitons, e.g. their oscillator strength or effective mass. The results are
compared to those of excitons deeply bound to Ni-centres and to calometric absorption results.

Experimental

The experimental arrangement consists of an actively modelocked Nd-YAG laser which is either
frequency-tripled to pump synchronously a dye laser operating with stilbene 3 for band-band
excitation of ZnSe and CdS, or frequency-doubled to pump R6G-dye, subsequently again
frequency-doubled to excite ZnS and ZnO above the bandgap. A cavity dumper is used to lower
the pulse repetition rate to 3.8MHz and to increase the peak power. The system delivers pulses
of about 3ps duration and an average power of up to 300mW. During the luminescence
experiments average excitation densities of 0.5mW/mm2 or less are used. The transient
luminescence is detected through a 0.75m monochromator by means of time-correlated single
photon counting using a micro-channel plate photomultiplier tube (Hamamatsu R2809U). The
instrumental time resolution is about 50ps, allowing the determination of lifetimes down to l5ps
by deconvolution technics. The results of the subsequent convolutions are given as full lines in
fig. 1-4. The origin of the luminescence transients is checked by means of time delayed
luminescence spectroscopy.

In the analysis of the observed luminescence transients I(t) the formation time r and the
decaytime rd of bound exciton complexes have to be taken into acount:
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I(t) - (r, - Td) "1 [exp(-t/rr) - exp(-t/7d)]

The rising part of the luminescence intensity depends on the smaller one between rr and Td and
the decaying part on the larger one. To determine the decaytime we performed pump-and-probe
measurements under resonant excitation conditions. Average pump powers of about 20mW and
probe powers of less than 0.5mW are used.

Results

The time dependence of the bound exciton complexes in high-quality ZnO rods have been
investigated. The insert of fig.1 shows the time integrated luminescence spectrum of a not
intentionally doped crystal recorded under the same conditions as used for the time resolved
measurements. Emission lines due to different localized bound exciton complexes occur. The
chemical nature of the participating defects is still not clear but lines near the resonances 13 at
3.3662eV and 14 at 3.3629eV have been assigned to (DO,X)-complexesO and the lines T6
(3.3606eV), 17 (3.3600eV) and Ig (3.3567eV) are identified as neutral acceptor bound
excitonst 1. The transients of the different bound exciton emission lines, fig. 1, reveal a trend of
increasing lifetime with increasing binding energy. Only the 14-complex shows a pecularity, its
lifetime is longer than those of the stronger localized 16- and 17-complexes. The obtained
decaytimes are summarized in tab.I and in qualitative agreement with results reported for 17 and
Io5. The observed risetimes of about 60ps to 80ps in the bound exciton luminescences are
correlated to the dynamics of the free A-exciton. Under the employed excitation conditions the
A-exciton decays almost exponential with a time constant of (60± 10)ps during the first 200ps

and afterwards becomes slower, probably due to
a saturation of the bound exciton recombination

S 1 .channels. This indicates the formation of bound
exciton complexes as dominant process

1 II 1I lowering the free exciton density in the
6 3 investigated sample. It has to be noted that for

"I the lines 14 to 19 at longer times an additional
-A weak (about 1%) component with a time

3.354 3.360 3.366 constant of 1.9ns is observed. Time delayed
energy (eV) luminescence spectra show that this slow

7" eng (component is connected with the respective
bound exciton emissions, too, indicating a
unique slow bound exciton formation channel
whose origin is still unclear. In weakly doped
crystals the bound exciton emission lines
become broader, but at least the decaytimes of

"3 7 the (AO,X) complexes remains unaltered.
Additionally, the free exciton lifetime as well as

4j the luminescence risetimes decrease
simultaneously.

The transients of different exciton emission
lines of a CdS crystal containing 0. lppm Ni are
shown in fig.2. Not intentionally as well as In-
or Ni-doped samples show again that the free

FE exciton decaytimre and the bound exciton
risetimes decrease simultaneously down to 25ps

ZnO T = 1.8 K in doped crystals whereas the decay of the
bound exciton complexes remains unaltered.
The (Ao,X)-complex (I1, 2.5356eV) has a0 600 1200 1800 lifetime of 650±20ps and the (DO,X)-complex

Time (ps) (I2.5467eV) has a lifutime of 100±20ps, see
(tab. This values are somewhat shorter than

fig.l: Luminescence transients of exciton results reported by Henry and Nassau7, possibly
emissions in ZnO excited at 4.12eV. Me indicating concentration quenching in our
insert gives the time integrated luminescence crystals or too high excitation densities. We
spectrum. have to exclude both possibilities: the
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experimental results show no resolveable
influence of the different used dopand's
concentrations (< 1016cm 3) on the bound
exciton lifetimes and luminescence spectra
recorded under the employed experimental
conditions show no biexciton luminescence, the
so called M-band which occur near 12 and is (d
slower anyhow 12. In order to investigate the
bound exciton dynamics under resonant 2 2
excitation and to exclude effects of the free •
exciton density we performed pump-and-probe Cd
measurements. Fig.3 shows the results obtained T = 1.
for the 12-absorption of a thin CdS sample. The -P-
insert gives the absorption spectrum (Ejtc) with F
the I2-resonance at 2.5467eV as observed with
the pump beam. No influence of the excitation
density is resolved but the much more sensitive .
pump-and-probe technics reveal small 0 600 1200 1800
absorption changes induced by the pump-beam.
The absorption of the pump-pulse leads to a Time (ps)
saturation of the I absorption, whereby the
temporal increase ofithe saturation follows the fig.2: Luminescence transients of exciton
integral of the pump-pulse. Subsequently, the emissions in CdS excited at 2. 78eV.
saturation decays with 110±20ps corresponding
well to the lOOps determined in time resolved
luminescence experiments. (The decay time of the (AO,X)-complex has been confirmed, too.)
During the temporal coincidence of pump- and probe-pulses fast changes of the pump-and-probe
signal are observed, see fig.3. The amplitude ratios of the induced absorption and transmission
as well as of the I2-saturation are sensitive to the experimental conditions indicating three almost
independent processes. The induced absorption is connected with the pulse duration wheras the
induced fast transmission is connected with the coherence time of the pulses. Therefore, we
propose that the fast absorptive change is due to two-photon absorption not connected with the
(DO,X)-complex (it is also seen besides the resonance) and the fast transmittive change to be due
to the coherence peak often observed in pump-and-probe signals.

Recently, the I3- and the 15-emission line sets occuring in high quality ZnS crystals have been
attributed to two different (AOX)-complexes1 3. The insert in fig.4 gives the time integrated
luminescence spectrum of a
typical sample as observed under
time resolved conditions. The 1ooE_
respective threefold finestructure 12-
of the two lines is not resolved a
due to the experimental
resolution. The A-exciton at !1, . 50

3.8000eV is clearly resolved in o' 8- "-e.
time delayed spectra. The
luminescence transients in fig.4 "- 2.54 2.5
show exponential decays with 2

285ps and 150ps for the 13- and '- 4- energy (eV)
the I 5-complexes, respectively.
The free exciton decays almost <
exponential with (15-± 10)ps over
one decade followed by a weak o-
second component with 150ps CdS T = 1.8 K
corresponding to the Is-lifetime...... I ....
Obviously, the impurity 0 100 " 200 300 400
correlated processes dominate the
lowering of the free exciton t,.,. (ps)
concentration but saturate at
longer times. Possibly, the fig.3: Pump-and-probe signal of the 12 absorption in CdS.
reported 'hot'-lines 13 indicate a The absorption is shown in the insert (Ep., Eprob - C).
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slow thermalization in the ground states of t'
(A°,X)-complexes compared to their lifetimes.

3s On weakly Na- and Li-doped ZnSe samples the
free exciton (2.8024eV), the donor bound
excitons (12) (2.798eV) and three different

'2'1 5 FE acceptor bound excitons (I,) at 2.7931eV (Na),
2.7923eV (Li) and 2.7829eV (Cu) are

377 observed. The decaytimes are in good
3.78 3.79 3.80 agreement with those reported3 6 and are

t energy (eV) summarized in tab.I. It is clearly resolved that
with increasing binding energy the decay

"* becomes slower. The lifetimes of the (AO,X)-
5complexes are independent of the dopand's-

QZnS concentration within the experimental error of
about 20ps, but the free exciton lifetime varys

T = 1.8K: from 15ps to 120ps in correlation with the
_risetimes of the bound exciton complexes. The

risetime of the Cu-related (AO,X)-complex
partly exceeds the free exciton lifetime showing
efficient energy transfer between weakly
localized bound excitons and the stronger

400 800 1200 localized Cu-related (AO,X)-complex.

Time (ps) Discussion

fig.4: Luminescence transients of exciton
emissions in ZnS excited at 4.12eV. The The experimental results siow that in the
insert gives the time integrated luminescence investigated materials even for low impurity
spectrum, concentrations the lifetimes of the free A-

exciton are strongly reduced due to impurity
correlated recombination channels. Thereby, the

formation of bound exciton complexes plays the dominant role. Free exciton lifetimes down to a
few ten ps are observed. The subsequent decay of the bound exciton complexes is ultrafast,
decaytimes down to some ten ps occur in the widegap II-IV semiconductors, tab.I. The bound
exciton decaytimes are constant in the investigated doping range (< 1016cm' 3). Recently, a
decrease of the lifetime of the In-related (Do,X)-complex for In-concentrations around 1017cm 3

has been reported 14. In ZnSe an energy transfer between the most delocalized shallow (DO,X)-
complexes and the deep Cu-related acceptor complex is observed.

Two possible recombination processes control the dynamical behaviour of excitons bound to
neutral donors or acceptors: the radiative decay and the nonradiative Auger-recombination. The
radiative transition probability decreases with increasing localization, whereas the Auger-

tab.: Experimental (r) and calculated (rJ lifetimes and binding energies EI of bound exciton

complexes in ZnO, ZnS, CdS and ZnSe. For the calculation the theory of R&01 is used.

ZnO ZnS CdS ZnSe

rd EB 7c rd ED rd EB Te rd EB 7C

(ps) (meV) (ps) (ps) (meV) (ps) (ps) (meV) (ps) (meV) (ps)

13 150 9.7 146 12 100 6.1 149 12 40 4.5 139
14 440 13.0 243

16 350 15.3 309 Is  150 8.3 I 650 17.2 700 iP 100 5.0 164
17 420 15.9 326 13 285 16.3 ItNa 280 9.4 422
19 600 19.2 433 lJLi 350 10.2 473

11CU 1020 19.6 1270
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recombination rate increases with increasing localization. As one can see from tab.I our results
clearly indicate radiative decay. Obviously, in the direct gap II-IV semiconductors the radiative
decay channel dominates.

Rashba and Gurgenishvilii8 9 (R&G) introduced a model explaining the enhanced oscillator
strengths of bound excitons compared to those of the free exciton. In their model the gain in
oscillator strength is proportional to the ratio of the volume of the center of mass wavefunction
of the bound exciton and the volume of a primitive elementar cell. The wavefunction of the
bound exciton is derived from effective mass theory considering the interaction with the neutral
impurity as delta-function potential whose amplitude is adjusted for the correct binding energy
of the complex. Thereby, the giant oscillator strengths of the bound excitons are due to the
breakdown of k-conservation and are proportional to the overlapp between the electron and hole
wavefunctions. A decrease of overlap with increasing binding energy is caused by the short
range binding potential which attracts one charge carrier of the exciton but repels the other one.
The lifetimes rd are estimated from the following formula:

rd = ('4.5 2 / (n fX)) (V / (8 aBe3 )) (1)

where is the emitted light wavelength in cm, n is the refractive index, f is the oscillator
strength of the free exciton and V is the volume of the primitive cell. aBE is the Bohr radius of
the bound exciton in the potential of the neutral impurity given by

aBE = h / (2 mex EB)" 2  (2)

mOX is the effective exciton mass and EB is the binding energy of the exciton-impurity complex.
For small binding energies EB the radiative lifetimes are shorter than the free exciton one.

Taking equation 1 and 2 the lifetimes of the bound exciton complexes can be calculated using
known constants of the host material and the observed binding energies. Tab.I gives the
calculated lifetimes r together with the experimental values rd. The used parameters can be
found in5 ,3 ,7, whereby for CdS the effective mas has been replaceds by 0.9me. In general, the
experimental and the theoretical lifetimes are in good agreement indicating dominating radiative
decay of the bound exciton complexes. Remarkable is the excellent agreement obtained for CdS
confirming our experimental results in contradiction to earlier ones7. Recently, the nonradiative
recombination of excitons in CdS has been
investigated by means of calometric absorption
spectroscopyi 6 (CAS). The results demonstrate 800-
nonradiative decay channels for the 11 and the T
12 lines. Unfortunatly, the measurements have
not been quantitative, no quantum efficiencies 1I10
have been calculated. But if one keep in mind 600g
that CAS is extremly sensitive and that the
I,+TA absorption leads to a stronger heatingthan the Il absorption (see rig.4 in16), the th 1

quantum efficiency of the bound excitons in 40 4

CdS should be quite close to 1. 400

The investigation of the dynamics of weakly 1e
bound excitons can be used to check or even to
determine the parameters used by R&G if they 200
are uncertain or even unknown. In fig.5 the ZnO
lifetimes of the bound exciton complexes in T = 1.8 K
ZnO are presented as function of the bindingenergy E : r-(E 312). As predicted ty the 0

theory of R&G for radiative processes the 0 30 60 90 120
decaytimes are well proportional to EB3 

312

prooving its applicability. But, the absolut E 15 (meV'5)
values predicted are to small, probably due to
an uncertain effective exciton mass. From the fig.5" Lifetimes -r4  of bound excibon
experimental lifetimes an effective exciton complexes in ZnO in dependence of Ej 2 .
mass of 1.06m o is determined instead of the The data point 110 is from ref.5 .
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0.87mo used in the calculation. In ZnS the oscilator strength of the free exciton is still unknown.
Using V=0.0395nm3, n-3 and 17 m,,=0.71mo we obtain fe =0.0014.

Although the theory of R&G gives the general tendency correct, are the deviations sometimes
larger than the experimental error, especially for the 14-line, see fig.5. Despite the fact that the
theory of R&G is estonishing powerfull it is simple and neglects a lot of contributions, e.g.
correlation effects. Sanders and Chang' 8 tried to overcome these shortcomings and also pointed
out that for excitons bound to neutral donors the delta-function potential used by R&G should be
insufficient. This can be the reason for the deviations observed for the 14-emission confirming
the interpretation as (D°,X)-complex. Nevertheless, the R&G theory gives good results as far as
the exciton binding energy is larger than those of the bound exciton complex. This situation is
clearly given in ZnO, ZnS and CdS but not for ZnTe. In ZnTe the Auger-recombination is
dominating for larger binding energies' 9. The situatuation is completly changed for deep bound
excitons. The exciton bound to an isoelectronic Ni2+-centre in CdS has a binding energy of
362meV much larger than the exciton binding energy. In contrast to the calculated 92ns the
complex relaxes within a few picoseconds but exclusively nonradiative2o. The Ni2+-centre with
its electronic ds-configuration provides extreme efficient nonradiative relaxation channels for the
bound exciton due to its multilevel structure.

Summary

Time resolved measurements of not intentionally and weakly doped ZnO, CdS, ZnS and ZnSe
crystals are presented. A strong decrease of the free exciton lifetimes down to a few ten ps in
connection with an increase of the dopand's concentration is observed. Thereby, a saturation of
the impurity correlated recombination channels occur after a delay which depends on the
excitation density. Lifetimes of excitons weakly bound to neutral donors or acceptors in the
range from 40ps to Ins are observed in these materials, which are independend of the dopand's
concentration. Especially, the rich bound exciton spectrum of ZnO allows a detailed comparison
with model calculations revealing a reasonable agreement for radiative decay. We suppose that
detailed time resolved investigations in direct gap II-VI semiconductors gives a good possibility
to determine or check the effective mass or the oscillator strength of the free exciton. In the
investigated semiconductors the radiative decay dominates the Auger-recombination.
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LUMINESCENCE OF A 5d-CENTRE IN ZNS

R.Heitz, P. Thurian, A. Hoffmann and I.Broser
Institut fur Festkorperphysik, Technischen UniversitAt Berlin, Germany

ABSTRACT

A strong near infrared luminescence band structured by over 70 lines in cubic ZnS has been
attributed to a M-centre, recently. Now, we identify the iuminescence as an internal W2+ -

transition on the basis of high resolution spectroscopy and doping experiments. Tungsten
occupies a cation place and the crystal-field is sufficiently strong for a low-spin configuration.
The rich line pattern is mainly due to the interaction with one resonant phonon mode at
15.5meV with A,-symmetry and two gap modes with 29.8meV and 32.9meV. W2 + forms a
deep acceptor 2.548eV above the valance band. A transient shallow acceptor state (W+,hvB)
with a binding energy of 215meV is identified. The influences of stacking faults and of the
electron-phonon interaction on the luminescence structure are discussed.

1. Introduction

ZnS crystals exhibit a well known luminescence structure in the near infrared spectral region'.
Due to the remarkable high number of sharp lines as well as results from Zeeman and excitation
measurements the luminescence has been attributed to a M-centre" ,2, which is composed of two
neighbouring sulphur vacancies. The difficulties with the interpretation given in1,2 arose mainly
from the lack of an unambigious identification of the zero phonon line(s) (ZPL) and from the
superposed Ni2+ 3T1(P)-3T1(F) luminescence 3. Recently, the ZPLs have been identified by
means of excitation spectroscopy4 . In the present work it is shown that an internal transition
within substitutional W-+-ions explains well all observations. Detailed investigations of the
luminescence structure including the ZPL-region in dependence of temperature, magnetic fields,
the doping and the excitation conditions arc presented. The influences of the polytypic crystal
structure and of the electron-phonon interaction are investigated.

2. The luminescence centre

The investigated ZnS crystals exhibit a strong richly structured luminescence in the near infrared
spectral region at low temperatures (fig. 1). Recently, the weak line group around 1.511eV has
been identified as ZPL-region of the luminescence 4, whereas the two weak lines at 1.520eV are
due to internal transitions of Ni2+-centres. The ZPLs are followed by acoustical phonon replicas
superposed by over 70 sharp lines. New magneto-optical studies reveal for all lines (including
the ZPLs) a nonmagnetic ground state and a magnetic triplet with g = 1.82±0.08 for the excited
state as indicated in the insert of fig. 1. This is in good agreement with reported results' for the
strong lines between 1.46eV and 1.485eV. The uniform Zeeman behaviour indicates that all
emission lines are due to the same electronic transition, the whole luminescence pattern
represents phonon replica of the weak zero phonon line at 1.511507eV. The energy positions are
summarized in tab.I of ref.', but the interpretations given there have to be revised as it will be
discussed in the following.

The high energy part of the luminescence spectrum depends strongly on the crystal structure as
shown in fig.2. Most of the investigated crystals have a polytypic but preferably cubic crystal
structure. The content of hexagonal parts increases from crystal A to crystal C: while crystal A
is nearly perfect cubic, crystal C has about 20% polytypic parts. This has been demonstrated by
the Ni2+-transitions3.5 in the same crystals. Most of the ZPLs, fig.2b, become stronger with
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• "optical acoustical
A1  ZPL

Fe. *10 Ni2
I I1

1.38 1.40 1.42 1.44 1.46 1.48 1.50 1.52

energy (eV)

fig.1: Luminescence spectrum of a W-doped cubic ZnS-crystal excited at 2.60eV. Some of
the line pairs due to the local phonons with energies of 15.5meV (a), 29.8meV (b) and
32.9meV (c) are marked. The insert shows shematically the Zeeman behaviour of all lines
except the marked Ni2 +-lines.

increasing polytypic parts. Only the unpolarized cubic emission at 1.51151eV holds its intensity
(-0.2%) in relation to the strong phonon replica at 1.47859eV, whereas the axial lines become
soon much stronger than the cubic line and are polarized preferably perpendicular to the c-axis
of the polytypes (the < 111 > growth-axis of the cubic plhase). We attribute these lines to centres
on different axial sites as indicated in fig.2b and summarized in tab.I. The energy shifts of about
lmeV of the axial lines against the cubic one are very small compared to those known for 3d-
elements5 . But the intensity changes are drastic, indicating a dipole forbidden zero phonon
transition in Td-symmetry (cubic-centre), which becomes allowed in cv-symmetry. Obviously,
the symmetry selection rules are lifted for most of the phonon replica, allmost the whole
luminescence band in fig. I is due to the prevailing cubic centre. However, the situation is
different in the one phonon region shown in fig.2a. Shifted by 15.48meV to lower energies a
detailed replica of the ZPL-region arises, obviously corresponding to a phonon mode with A,-
symmetry which preserves the selection rules. At least for crystal C also at lower energies
phonon replica of the axial lines are seen, the noncubic lines are marked by arrows.
The strong influence of the polytypic crystal structure on the selection rules demonstrates a
point-defect as luminescence centre excluding te proposed M-centre. In addition, annealing of
the crystals in a sulphur atmosphere supports the luminescence4, the..fore the presence of S-
vacancies and especially of M-centres is unprobable. The Zeeman results indicate that the
ground state should be a spin and orbital singulet. Among possible defect centres either an
electronic d4-configuration for a substitutional or an electronic d-configuration for an interstitial
defect meet these demands in the low-spin case with their 1A-ground states. Since the 3d-
elements are well known to have high-spin configurations', we doped our crystals with
appropriate 4d- and 5d-elements. The principal doping procedure is giver, in Ref.7 . Whereas for
Nb and Mo the luminescence is not observed, W-doping in the sub-ppm-region leads to a strong



Materials Science Forum vols. 83-87 1249

I

crystal C crystal C axi

t t  t
*5 hexl 1l 2

cryta Bcrystal B *20crysssta A

crystarystcubi

*10 Ec

1.4 8 1.4 9 1,5 0 1 .51 1 .510 1.5 12 1.5 14

(a) energy (eV) Nb energy (eV)

fig.2: Luminescence spectra of the one-phonon (a) and the ZPL (b) region of three
different crystals excited at 1.89eV at T= 1.8K. Crystal A is allmst perfect cubic andcrystal C has strong polyrypic pars. Emission lines due to axial centres are marked by

arrows.

emission, see fig.l. Therefore, we conclude that at least W can be incorporated in ZnS by
indiffusion, occupies an cation-place (substitutional) as W2+ and the crystal-field is sufficientlystrong for the low-spin configuration with its IAI(e4)-ground state. It is known from I
semiconductors that the ratio Dq/B increases if one goes from 3d- to 5d-transition metals and
theoretical calculations9 show that at least in these compounds for W2+-ions the low-spin

situation should hold.

Recently, substitutional W2+-centres have been reported ab.I: Energy positions of the
as near infrared luminescence centres in various II-VI- ZPLs of the different W2+.
semiconductors' °  but not for ZnS. High-spin centres occuring in polytypic
configurations and a weaker electron-phonon interaction n-crystals
as for 3d-elements have been stated. The tentative
assignment given by Ushakov et al has to be
questionized in spite of our results. Due to the doping centre E (eV) A B (meV)
procedure by ion implantation and the high doping level a' 1.51035 -1.16
in the 1000ppm range it is not sure, that the 2 1.51055 -0.96
luminescence centres are realy isolated substitutional cubic 1.51151 -
W-+-ions4 Our results indicate a similar electron-phonon c 1.+0117
interaction for 5d- as for 3d-elements. Additional, the hex 1.51168 +0.17

larger mass of 5d-ions leads to stronger localized ax' 1.51254 +1.03
phonons and thus to a lot of sharp phonon replicas. ____ 1.5125__ +1.03___
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3. The term structure

The identification of the excited state of the luminescence is not trivial. A hint is given by the
luminescence lifetime which we determined to be 7us. The lifetime indicates a spin-forbidden
transition but is to short for a quintett-singulett transition. Due to the strong spin-orbit
interaction typical for 5d-elements it is not any more reasonable to employ the crystal-field states
as it is usual for 3d-elements, but we propose the 3T1(e3t21)-state to give the main contribution
to the luminescent state.

As quoted above the ZPLs are observed in excitation spectra4, too, demonstrating the presence
of W2 +-centres in the unexcited crystals. The excitation spectrum of the luminescence, see
fig.3, reveal further absorption processes with their maxima at 1.80eV, 2.44eV and 2.70eV.
The 1.80eV band is mainly due to the spin-allowed 'A,-IT 1 transition. Probably, the lack of
finestructure and the large FWHM of 155meV are due to a strong mixing with the nearby 3TI,
'2 and ST2 states by the spin-orbit interaction, which is more important for 5d- as for 3d-ions.

The two bands around 2.45eV and 2.70eV are connected with charge transfer transitions
between the W-centre and the valenceband as has been shown by excitation measurements under
additional irradiation'. The blue band with its maximum at 2.70eV is due to a charge transfer
process and the subsequent recapture of the generated free hole:

W2+0(A1) + hvexit. -0" W+ + hv -> (W2+)* -' W2+(lA 1) + hviR

A rW-fit of the low energy onset of the excitation band yields an ionization energy of
(2.548±0.010).V for the deep W2+-acceptor in ZnS. The green band with its maximum at
2.44eV starts with two sharp resonances at 2.33325eV and 2.33551eV followed by a series of
phonon replicas, insert of fig.3. The first prominent phonon replica correspond to a phonon of
15.2meV in good agreement with the local A,-mode mentioned above. The lines vanish above
T=25K and do not shift in their spectral position in this temperature region. The band is due to
the formation of a shallow acceptor state (W+,hvs) as commonly known for 3d-ions in
ZnS'1.12:

W2+(AI) + hv . -- (W+,hvs) -> (W2+) * -> W2+('A1 ) + hvl

WIhvo The binding energy of the
Zw.nS shallow acceptor complex

(W+,hv) is (215+l0)meV.

T -- I.K This binding energy is larger
0 ithan expected for a shallow

152noV acceptor, which can be due to
>central cell corrections or

:>' 2.33 2.34 s
5 mixing with high lying 5d-

states.

w "-w -  4. The electrouphonon
interaction

The luminescence structure
1.5 2.0 2.5 3.0 3.5 consisting of over 70 sharp

excitation energy (eV) lines (fig.l) is somewhat
strange for an internal

fig.3: Excitation spectrum of the luminescence band transition of a transition
given in fig.). The isen show enlarged the region of metal. A detailed analysis of
the transient shallow acceptor state OW+,hvg). the energy distances show
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that all prominent resonances in the [
high energy part as well as nearly all TZ Fh.eW.v ZnS
resonances in the low energy part are T,

due to multiphonon processes from
the cubic ZPL, whereby only three ,
phonon modes are involved: One I I
resonant mode at 15.5meV and two >_ A, (e) T 10 K

gap modes at 29.8meV and 32.9meV. 4.
V) T 4.8KThe first replica of the resonant mode r.cubk

is not seen for a cubic crystal (fig.1) 0) T 2 K
but occur for the polytypic centres
(fig.2a) due to its A,-symmetry. The
two strong lines around 1.48eV are
the one phonon replica involving the _

two gap modes. The phonon modes of 1.508 1.512 1.5is 1.520
the axial centres differ slightly from
the cubic one and at higher quantum energy (eV)
numbers the phonon energies decrease flg.4: Temprature dependence of the ZPL
slightly by up to 1001 eV. Some of region of crystal A excited at 1.88eV. The hot
the phonon spacings are indicated in line is fited vwth an Loren ian lineshape.
fig.l. Further, a weak coupling to
acoustical as well as optical phonons x T,-A,

of the host crystal is observed
indicated in fig.l. The given 3- 0.

interpretation of the lines as well as
the involved localized phonon modes .
differ from those in earlier works'. 2.
Two aspects should be remarked: At ZnS
firt the observed line pattern -'
demonstrates the absence of any Jahn-
Teller coupling in the ground state as 0
expected for a 'A(e 4)-state but
indicates a strong rearrangement of "
the surrounding in the excited 3T,-  - 4 3 2
state. Secondly, the dominating T (K)
interaction with distinct local phonons
is due to the large mass difference T - K

between the W-ions and the replaced T = 5.3 ,
Zn-ions. T 5.NeT 2= 5.8 K
A strong emission line seperated by T2_Aj
3.38meV from the cubic ZPL occurs
at higher temperatures, shown in fig.4
for the nearly perfect cubic crystal A.
Crystal C shows a somewhat distorted
lineshape but still the cubic hot line 1.46 1.47 1.48 1.49 1.50 1.51 1.52
dominates. The hot line originates
from a thermally populated excited energy (eV)
state. The expenmental d"ved term fit.: Temperre depend we of the one
sheme is given as insert in fig.4. phonon region of crystal A excited at 1.8&V.
From symmetry selection rules and The lines occting a higher temperatures are
the observed Zeaman behaviour the mare by arow. Ih insen show the
ZPL seen at helium temperatures is d.Wlopenm of the FWHMs. The FWM of the
due to a forbidden TI-A, transition hot ZPL is fitted by a direct phonon decay.



1252 ICDS- 16

and the high temperature line is due to an allowed T2-Aj transition. The estimated ratio of the
oscillator strengths is over 1000:1. Further finestructure in the excited state can not be excluded,
but the Zeeman results give no reason for a further state near the Tl-state. W-ions on axial sites
experience a symmetry reduction to C3v connected with a splitting of the T1-state in one A2- and
one E-component. Now, the A1-E transition is allowed for the polarization perpendicular to the
c-axis as observed for the polytypes, see fig.2b. In the framework of a Tanabe-Sugano
diagram lo the origin of these states is not clear, since the strong spin-orbit interaction leads to a
mixing of the crystal-field states. ",.oretical calculation including the spin-orbit interaction on
the same stage as the crystal-field are nessesary.

Fig.5 show the temperature dependence of the one phonon region of the luminescence. The lines
become broader and weaker, above 30K the lines vanish. Above 4.2K the hot ZPL and their
phonon replica occur as indicated by arrows in fig.5. The development of the FWHMs of the
hot T2-A1 ZPL and some prominent phonon replica are given in t'X., insert of fig.5. The
FHWMs increase allmost linear with temperature above 10K. Whereas the low temperature lines
show an inhomogenious broadening of a few hundret jseV at 2K the T2-A1 transition is
homogenious broadened, as is shown by the Lorenzian fits in fig.4. Their FWHM is fitted with
the assumption of a direct decay to the T1-stat' wider the emission of low frequency phonons.
An active phonon of 1.70meV and a spontaneous emission rate of 1.9THz have been used,
indicating a strong coupling to low frequency acoustical phonons in the excited state.

5. Conclusion

In conclusion we have shown that the incorporation of the 5d-transition metal W leads to a
strong richly structured luminescence band ZnS. W is incorporated on cation sites as W 2+ and
forms a deep acceptor 2.548eV above the valence band. Excitation resonances due to the
formation of a shallow acceptor state (W+,hvB) with a binding energy of 215meV are
recognized. Mainly three local phonon modes are involved in the luminescence process. The
absence of any Jahn-Teller interaction in the ground state gives the oppurtunity to study the local
vibrational modes of the defect centre.
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ABSTRACT

Calculations of the localized electronic defect states due to tetrahedral and hexagonal interstitials
and vacancies in CdTe have been carried out both with an sp3 and with an sp3 ds valence band basis
set including full accounting of orbital overlap. Both cation and anion defects are considered. We
discuss the effects of the Cd d orbitals on the formation of the localized defect states and compare
the results of the full spd calculations to experiment.

1. Introduction

Since point defects, including interstitials, play a major role in determining the electronic properties
of I-VI semiconductors, a full understanding of these properties requires an accurate description
of the important point defects in these materials. With the exception of some recent work which
considers tetrahedral interstitials and some non-interstitial defects in ZnSe [1], most calculations of
interstitial properties in II-VI semiconductors neglect the effects of the cation d states on the bonding,
though calculations of bulk properties have shown [2] that these effects are often important in II-VI
semiconductors containing Zn, Cd, or Hg.

The interaction of the anion p orbitals with the d orbitals on neighboring cations, which have energies
close to the valence band in these II-VI materials, is not forbidden by symmetry at the r point in the
zincblende lattice. Both d and p orbitals have a T2 (or 115 ) symmetry representation, and these two
T2 representations can interact. As expected in second order perturbation theory, the p. and d-derived
T2 levels repel each other, so that the d-derived T2 level is lowered in energy,and the p-deri ed T2 level
which forms the valence band maximum is pushed up. Although tight-binding, pseudopotential, and
other calculations which use adjustable parameters can be adjusted to fit chosen gaps in the band
structure even when they do not explicitly include the d orbitals in the valence band, the ability of
such calculations to reproduce an accurate picture of all the effects of this p-d repulsion has been
questioned [2].

In this paper, we examine the differences in the electronic structure ci the defect states obtained
in a tight-binding calculation with parameters chosen to fit the bull band structure using an sp
basis only, and a similar calculation using an spd basis, for Cd and Te interstitials and vacancies in
CdTe. We consider the two tetrahedral positions and the hexagonal position for the interstitial. The
two tetrahedral positions are a natur.l starting point when searching for the preferred interstitial
position, and the hexagonal point is the point half-way along a line between two adjacent tetrahedral
sites, where the open channel for diffusion between tetrahedral sites is narrowest. In Section 2, the
method and parameters of the calculation are described in greater detail and in Section 3, the results
are discussed for each defect.

2.. Setup

For the defect calculation, we Employ a 64-atom, cubic supercell which has a side length of twice the
lattice constant ot the bulk material, and we add one atom for interstitials, or remove one atom for
vacancies. Interstitials are placed in one of the two tetrahedral positions: one on the alternate '7d
sublattice, with Te nearest neighbors, and the other on the alternate Te sublattice, with Cd nearest
neighbors, or in the hexagonal position., In a tetrahedral position, the interstitial has four nearest
i.eighbors arranged at the vertices of a tetrahedron, six second nearest neighbors, and twelve third
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nearest neighbors. The hexagonal interstitial has six nearest neighbors, three Cd and three Te, which
form a puckered hexagonal ring, eight second nearest neighbors, and six third nearest neighbors.

In order to maximize the transferability of parameters between the bulk and the various defect
environments described above we use 5s, 5p, and 4d Slater orbitals ts basis states for the tight-
binding calculation. The Slater orbitals are of the form

4..m(r,, o,) = Nrn--/" ,,(0, v), (1)

where a. is the Bohr radius, N is the normalization factor, and Y, is a spherical harmonic. For Cd
5s, 5p, and 4d orbitals 1 = 1.638, 1.412, and 3.969, respectively, and for Te 5s, 5p, and 4d orbitals
p = 2.506, 2.158, and 4.9906, respectively, as determined in Hartree-Fock calculations by Clementi
and Roetti [3]. We interpolated the value for the Cd p state from the available Cd data.

Since the tight-binding basis states constructed in this manner are not orthogonal, the overlap matrix
is not the identity matrix. In this case the eigenvalues are determined by the relation

HO = ESip, (2)

where S is the overlap matrix of tne tight-binding states and H is the Haamiltonian of the system., The
overlap integrals of the aton;c states are calculated analytically, h. order to reduce computational
intensity, using a method outlined by Mulliken et aL[4].

We assume that the dibtance dependence of the interactions between pairs of orbitals is the same as
that of the overlap between thobe two orbitals. This means that there are a maximum of sixteen free
parameters in our band structure, six for the on-site energies and the remaining ten for the hopping
interactions. The hopping interaction h between orbital I on one atom and orbital t' on a neighboring
atom participating in a bond of symmetry m is given by the relation htim = Mtt'mSttP, , where
Sti,, is the overlap and Miti, is a multiplier which we adjust to produce the best band structure.
Interactions are included to a distance of 85% of a latlice spacing, which means that up to third-
nearest neighbors are included The sixteen parameters are determined through fitting to spin-orbit
averaged band structures of Chehikowsl:y and Cohen [5]., We fit the sp9 and sp3d' bases separately
and the results of these fits are presented in Table 1., The zero of energy for each set of parameters
is arbitrary. Note that the anion d on-site energy has been arbitraily set to -500, to remove these
orbitals from tire calculation.

Table 1. On-site energies and hopping integral multipliers in eV.

parameter sp-only spd

anion-s -I1.000 -9.842
anion-p -0.975 -1.026

on-site anion-d -500.000
energies cation-s -5.800 -5.670

cation-p -1.825 -1.876
cation-d -10.000

si-sigma -14.754 -14.000
sp-sigma -9.886 -9.916
pp-sigma -3.390 -3.712

pp-pi -1.599 -1.802
hv'Ding sd-sigma -32.533

multipliers pd-sigma 45.315
pd-pi 34.032

dd-sigma ----- -2.031
dd-pi -6.860

dd-delta -0.013

,i i o n i [ I i lIH I m a i H ii a a| l |I i[H I
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In Fig. 1 we plot the band structure for the sp basis and in Fig. 2 we plot the same for the Spd fit.
In general, the results look quite similar, except for the addition of a d band at approximately the
experimental energy, 10.5 eV below the valence band maximum [60]. However, a close examination of
the top of the valence band reveals that the band is too flat for the sp case in comparison to the spd
basis because of the requirement that the conduction bands had to be reproduced reasonably well.
When the d orbitals are included, we obtain a better overall fit of the bands because p-d repulsion
causes the valence band maximum (VBM) to be pushed up in energy. Since the VBM is not pushed
up by p-d repulsion in the sp fit, the total width of the valence band at the r point is adjusted by
lowering the anion s or-site energy, which lowers the energy of the bottom of the valence band.

Charge transfer in the bulk is taken into account through the fitting. For the defect, we have
previously seen that there are small deviations (< 0.2 electrons on the interstitial itself) from the
electronic occupancy in the bulk for various interstititial defects [7], so additional corrections due to
charge transfer have not been included in these defect calculations. In the following, we reference all
energies to the bulk VBM.

3. Results

For defects with tetrahedral symmetry, as well as for bulk states at the I point, inclusion of d orbitals
in the basis for the valence band adds states of T2 and E symmetry to the Al and T2 states derived
fron. '* , s and p orbitals. For hexagonal interstitials, inclusion of the d orbitals adds states of A
and E symmetry. The new d-derived states can interact with s- and p-derived states of the same
symmetry representation, in the same way at the T2 (or ls) bulk states derived from p and d orbitals
at the r point interact.

In general, we find that the tight-binding calculations using either an .90 basis or an sp3 d5 basis
to fit the band structure produce similar deep defect levels and electrical behavior for the defects
considered., The largest differences between the ap and spd descriptions of defects with tetrahedral
symmetry occur for defects involving addition or removal of Cd atoms, which have a d shell close in
energy to the valence band.

Tetrahedral tellurium interstitials:
The defect states for the tetradedral Te interstitial between Te involve the interaction of the Te
int !rstitial orbitals with the bonding hybrids on its Te neighbors. The effects of the Cd d orbitals
on the defect states are due to smaller interactions with more distant neighbors. Since neither the
interstitial nor its nearest neighbors have a d shell close in energy to the VBM, we might expect the
eneigy of the localized states for this defect to be unaffected by the inclusion of the d orbitals. When
the d orbitals are included, pushing up the energy of the VBM, we might then expect an overall
downward shift of the defect levels, measured relative to the valence band. In fact, we do find that
both i'e Al level and the T2 level in the gap are about 0.5 eV lower in the spd description than in
the sp description. In the spd calculation the A1 level is nearly resonant with the VBM and the T2
level, which has six states occupied with 4 electrons for a neutral defect, occurs at 1.0 eV above the
VBM.

Theoretical calculations [8, 9] predict that the preferred tetrahedral position for Te interstitials is
between Cd., The Te interstitial between Cd has a T2 level with six states occupied by four electrons
at about 1.1 eV in both the sp and spd calculations. This interstitial also has an A, level at 0.3 eV
above the VBM in the sp description and an A1 resonance at about 0.3 eV below the VBM in the
spd description. We may interpret the apparent downward shift of the A1 level, measured relative
to the VBM, as resulting from the p-d repulsion pushing up both the VBM and the T2 defect level
when d-orbitals are included.

Hexagonal interstitals:
A more complicated situation occurs for hexagonal interstitials, due to their lower symmetry. For
these interstitials, A levels derived from the s orbitals on the interstitial can mix with A levels derived
from the p and d orbitals, whereas for defects with tetrahdral symmetry, as for bulk states at the r
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point, only interactions between p- and d-derived states can occur.

For the hexagonal Te interstitial, we observe an E level, with four states occupied by two electrons,
at 1.4 eV above the VBM in the sp description and at 1.5 eV in the spd description. Two levels
of A symmetry appear at 0.5 eV and 0.9 eV in the sp calculation, while in the spd calculation
one of the A levels has moved below the VBM and the other level appears at 0.5 eV. As for the
tetrahedral Te interstitials, the level shifts resulting from the contribution of the d orbitals to the
bonding around the hexagonal Te interstitial do not change its basic electrical behavior. The partially
occupied levels observed in the midgap region for neutral Te interstitials in the hexagonal and both
tetrahedral positions suggest that simple migration (without a change in charge state) of the nautral
Te interstitial along the tetrahedral.hexagonal-tetrahedral path may be energetically favorable. This
migration would be consistent with the interpretation of experimentally obz.erved Te self-diffuaion
behavior as resulting from a rapidly diffusing neutral Te interstitial [10, 11].

For the Cd interstitial in the hexagonal position, we see unoccupied A and E levels and a doubly
occupied A level at 1.7 eV, 1.3 eV, and 0.4 eV, respectively, in the sp calculation. When d orbitals
are included, the E level shifts upward by 0.4 eV, both A levels remain unshifted, and a new E
level or resonance appears close to the VBM. fue to the finite size of the supercell, this new E level
appears to interact with the bulk E state at the VBM, and the resulting level repulsion leads to one
state at 0.2 eV and the second at -0.3 eV. The properties of the hexagonal Cd interstitial may not
be as interesting from a practical standpoint as the properties of the hexagonal Te interstitial, since
both theoretical calculations [8] and experimental work [12] indicate that simple interstitial diffusion
down the tetrahedral-hexagonal-tetrahedral channels in the lattice is not favored for Cd.

Tetrahedral cadmium interstitials:
High temperature conductivity in Cd-rich CdTe is dominated by double donor native defects with
donor levels about 0.2 eV or less below the conduction band, which are postulated to be Cd intersti-
tials [13, 14]. In the sp description, the tetrahedral Cd interstitial between Te has a T2 deep level in
the gap at 1.6 eV, with two electrons occupying its six states, and an A, level at 1.8 eV. The T2 level
is pushed up by 0.2 eV when the d states are included in the calculation; leaving the last two electrons
in the A1 level which remains at 1.8 eV (lower than the T2 level by 0.02 eV). The spd description of
this interstitial is therefore consistent with the experimental characterization of the shallow donor na-
tive defects seen in high temperature electrical measurements on Cd-rich CdTe., Earlier tight-binding
calculations suggest that the preferred tetrahedral position for the Cd interstitial is between Te [8],
although subsequent linear muffin tin orbital calculations using the atomic spheres approximation
(LMTO-ASA) suggest that the preferred tetrahedral position for Cd interstitals is between Cd [9].

The tetrahedral Cd interstitial between Cd has a T2 level, occupied by two electrons for the neutral
interstitial, at 1.2 eV and an A, level at 1.5 eV in the sp description. When d orbitals are included,
the T2 level is pushed up by 0.6 eV, so that the last two electrons fall to occupy the A, level, which
has remained relatively constant, at 1.4 eV. The large magnitude of the T2 level shift results from the
strong p.d repulsion which raises the energy of the localized defect state formed from the p orbitals
on the Cd interstitial and the bonding hybrids on its Cd nearest neighbors, since all of these atoms
have excess Cd nearest neighbors, each of which has interacting d orbitals.

Vacancies:
The Te vacancy has a single level of T2 symmetry in the gap which is completely unoccupied for the
neutral vacancy, above a completely filled valence band. In the spd description, this level is roughly
resonant with the VBM, however, due to the finite size of the supercell, it mixes with the VBM
bulk state, and is pushed up to 0.2eV, while the VBM state is pushed down to -0.2 eV. In the sp
description, the T2 defect level is at 0.5 eV. Since the localized defect states of the Te vacancy are
created from dangling bonds on the neighboring Cd atoms, while the Cd d orbitals mainly affect the
energies of the bonding hybrids on the Te atoms in the lattice, the energy of these localized states is
largely unaffected by the addition of Cd d orbitals in the valence band. Therefore, we may interpret
the downward shift of the localized vacancy level, measured from the VBM, when d orbitals are
included, as being due to the upward shift of the VBM.

U
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The localized states of the Cd vacancy are created from dangling bonds on the neighboring Te atoms.
Wien the Cd has been removed, the p-d repulsion felt by the bonding hybrids on the Te neighbors is
reduced, allowing the localized T2 defect levels formed from these hybrids to fall in energy relative to
the VBM in the spd description. Therefore, while the Cd vacancy has a T2 level at 0.5 eV in the sp
description, with four electrons occupying its six states, in the spd description this partially occupied
level has fallen below the VBM, and two additional T2 levels have moved out of the conduction band,
to sit just above and just below 1.5 eV. Although experimental identification of isolated vacancy
levels is difficult, the shallow double acceptor levels of the Cd interstitial resulting from the full spd
calculation are consistent with several experimental identifications of Cd vacancy levels [13, 151.
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Abstract

For the II-VI semiconductors CdS, ZnS, and CdTe the state of Li atoms was investigated
using the donor "'I1n as radioactive probe atom for perturbed angular correlation (PAC)
experiments. From the absence of InM-LiM" pairing and the simultaneous formation of
InM+-VM"" pairs which was observed in all these semiconductors it is concluded that Li is
incorporated rather interstitially as Lii accompanied by a vacancy VM than substitutionally
on the group 11 site as an acceptor LiM.-

1. Introduction

Detailed information on the atomic configuration of dopant atoms is much less available for
I-VI semiconductors than for elemental or Ill-V semiconductors. But, in II-VI
semiconductors doping, in particular p-doping, poses a crucial problem because of the strong
interaction of the dopant atoms with intrinsic defects leading to self-compensation
phenomena'. Since Li introduced on the group-Il site is regarded as a promising candidate for
p-doping of I-VI semiconductors we have begun an investigation ol the incorporation of Li
into It-VI compounds on an atomic scale. Li atoms that occupy the site of the group II
element and act as an acceptor should form coulombic bound pairs with the donors that are
also present in the crystal. Such a pairing is easily detectable by the perturbed angular
correlation technique (PAC) using the radioactive donor "l'n as a probe atom as has been
successfully pr-wen for Si, Ge and several III-V semiconductors2,3. In contrast, PAC studies of
defects in II-VI semiconductors are just at their beginning, e.g. in Hun doped ZnO 4,5,
CdTe6,' , and CdS8"10 . In this paper, first results on a comparative study of the behavior of Li
in CdS, ZnS, and CdTe will be presented.

2. Experimental Details

The PAC technique employed here measures the defect specific electric field gradient tensor
(EFG) which at a particular lattice site is determined by the local electric charge distribution.
Working with the radioactive probe atom 1 'in, which decays with a half-life of 2.8 days to its
daughter isotope Il Cd (see Fig. I), the EFG will generate three frequencies wn in the PAC
time spectrum R(t) which can be described by

3
(1) R(t) = So + 1 S cos ((on t)

n= n
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tll This spectrum is obtained by measuring the
EC -_,,n 2s a dcoincidence rate of the two y-rays emitted by the

excited lllcd nucleus as a function of the time
which has passed during the detection of both -y-

I b - W2-, rays. The different components Vii of the
-QV,, traceless tensor are obtained from the

T "frequencies wn. The largest component V., is

(245 _ ,, usually expressed by the coupling constant V( =
S .- )eQV_,/h where Q is the nuclear quadrupolemoment of the isomeric lllCd state (T /2 = 85

ns) used for the detection of the EFG. As a

Figure 1. Nuclear decay schema of the PAC probe second parameter the asymmetry parameter 71 =

atom Illn showing the 03-decay (electron (V.- V, V. is used (0 < r 1), which is
capture) and the subsequent emission of the two y deduced" from tile measured frequency ratio
rays used for the measurement of the yy angular ()2/w, (Fig 1). The coefficients So and Sn depend
correlation. on the orientation of the EFG tensor with respect
to the host lattice, i.e. on the orientation of the formed 11 n-defect complex; in addition, the
coefficients depend on the fraction of "'Iln atoms that are involved in this complex. A
detailed description of PAC is found elsewhere2.

For the PAC experiments single crystals were cut into pieces of typically 5 to 10 mm 3 size and
were diffused inside of an evacuated quartz ampoule with about 10 to 20 Ci 11 In from a
carrier free lltInCl 3 solution. Into CdS (Eagle Picher) and ZnS (Eagle Picher) this diffusion
happened under S2 overpressitre at 1073 K for 90 min.; into CdTe (R. Triboulet, CNRS,
Meudon) the diffusion happened under Cd overpressure at 1023 K for 90 riin. The PAC
spectra were recorded at 295 K using a 4 detector set-up.

3. Experimental Results

For the II-VI semiconductors CdS, ZnS, and CdTe Fig. 2 shows the PAC time spectra along
with their Fourier transforms that were obtained after diffusion of the respective
semiconductor with Li. In all three cases, the absence of a Li specific EFG shows that I "In+-
L" pairs were not formed in those compounds but rather InM +.VM' complexes consisting of
the radioactive donor 11IinM + and the acceptor vacancy V , both being situated in the

Table 1. Site specific EFGs observed at the probe ; Iln/ 1 11Cd at 295 K after Li diffusion. Listed are the strength
V and the asymmetry parameter r of the EF(; tensor.

CRYSTAL vr=cOv 7 ./Ih (vXX-V))/vZ COMPLEX

CdS 72.4(2) Mi Iz 035(2) tncti'vcd I I
7X 7(2) I itI 0.21(2) tnCdI-VCd 121

ZnS 81.5(4) Mlli 0.16(4) lnzn-Vzl

Cd'-e 10O 0(4) % i I 0.10(4) InCd.Vcd

Ill VCd .linve or ehow ithe haa ; plane (Pl:g 4. left)
21 Vc i in the r al plane (I'g 4. rigl:il
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sublattice of the metallic group 1I element Cd or Zn. The identical complexes, as recognized
by the identical EFGs, are formed - only less pronounced - during diffusion of these Il-VI
compounds with the radioactive I 1 in probe atoms.

- 0.20 1 . 5
CdS:ln * LI :hcd-'VCd (2)

0.10 Cd-Vcd (1) 4

-0.10

0 200 400 6000 100 200 300 400
-020 5

ZnS:ln + LI

-0.10 '
" 2

0.00

0.10 - 0
0 25 000 100 200 300 400-020 ------- , -..

CdTe:ln -CdCd 4

-. 10

0.00

1

0.10 0
0 200 400 6000 100 200 300 400

• t (n) w (rad/s)

Figure 2. PAC time spectra and their associatcd Fourier transforms measured after Li difftision. The
corrcsponding values of the different EFGs are listed in Tablc I.

CdS : The t It ln doped crystals were diffused with Li at 793 K (30 min.). A least-squares fit to
the measured PAC time spectrum (Fig. 2, top) yields that two different EFG, what is also
visible by the two frequencies triplets in the associated Fourier transform. Their coupling
constants vo along with the respective asymmetry parameters 'n are listed in Table I. Both
EFGs are already known to be caused by the trapping ot Cd vacancies9,10.

ZnS: The I111n doped crystals were diffused with Li at 793 K (30 min.). The least-squares fit
to the PAC spectrum (Fig. 2, middle) yields a single EFG that is characterized by v = 81.5
MHz and -q = 0.16. The identical EFG is also found directly after the diffusion of r~lln into
the ZnS crystal; only the fraction of the ltt ln-defect complexes was again increased by the
presence of Li.

The influence of the Li-diffusion temperature on the fraction of the formed In-defect
complexes shows Fig. 3 (left panel)- here, the diffusion time was always 30 min.. In order to
separate the effects caused by the presence of Li from possible modification of the crystal
solely caused by the respective diffusion temperature, a second ZnS crystals was identically
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treated, however, withoutLi. The first data point results from the doping of the crystals with
'"Iln at 1073 K. It is evident that there is no influence of Li on the In-defect fraction below
580 K. Above this temperature,however, Li seems to diffuse into ZnS thereby stabilizing and
enhancing the In-defect fraction considerably as compared to the ZnS crystal that was heated
to the same temperatures without Li.

-0 ZnS:ln + LI CdTe:ln + LI
A00 -A ZnS:ln A CdTe:ln 100

o80 80
C
.2 60 60

40 \ 40
11.

20 20

0 ..
•

200 400 600 800 200 400 600 800 1000

Diffusion Temperature (K) Diffusion Temperature (K)

Figure 3. Influence of the diffusion temperature of Li on the fraction of InM + -V M " pairs observed at 295 K.

.R: After diffusion of an ttt In doped crystal with Li at 720 K (30 min.) the PAC spectrum
shown in Fig. 2 (bottom) again reveals no Li specific EFG. For the observed EFG that is
characterized by vo = 60.0 MHz and q = 0.10 is well-known from previous PAC
experiments and has been identified as the In:d*-VCd"" pair 6-.

As for ZnS, the influence of the Li diffusion temperature on the formation of the In-. +_V Cd
pairs was investigated (Fig. 3, right panel). Whereas temperatures up to 820 K are not able to
produce any Incd+-V(d- pairs in CdTe the presence of Li gives rise to a very pronounced
increase in the pair fraction at 720 K. The strong decrease of the formed complexes above this
temperature can be explained by a too small binding energy of the pairs.

4. viscussion

For CdS. ZnS and CdTe the PAC results show:
i) Because no donor-acceptor pairing of the type In, +- Lim' is observable Li doping does not
lead to a measurable population of the Lim acceptor states at the respective diffusion
temperatures.
ii) Li doping enhances the concentration of acceptor vacancies V.'" what becomes visible
through the enhanced formation of In, +-Vm '" pairs. A detailed identification of this complex
has been performed for CdS- Iu as well as in CdT t'e,7. The similar EFGs observed for the In-
defect complexes in the three Ili-VI compounds (see Table I) as well as the similar formation
conditions represent a strong hint that also the complex in ZnS is caused by a trapped VM-
defect and, therefore, corresponds to an Inzn +-VJ- pair.

From these results it is concluded that the incorporation of Li is governed by the reaction
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(2) LiM Lil' + VM'-

which, at least at the time of Li diffusion, is strongly shifted to the right hand site resulting in
the formation of interstitial Lii+ and a vacancy VM"; this complex still acts as a single
acceptor and , therefore, can produce p-conductivity in a 1l-VI crystal. Since both elements, In
and Li, form donor states it is easily understandable that no In-Li pairing occurs, and since the
introduction of Li is accompanied by the formation of a vacancy an enhancement of InM+-

VM'" pairs has to occur, as well.

For Li in ZnSe also Sasaki and Oguchi based on density-functional calculations arrived at the
conclusion that the acceptor Lizn is unstable against disintegration into a vacancy Vzn and
interstitial Lii l. On the other hand, the formation of Lii donors in CdS contradicts
photoluminescence experiments by Henry et al. which claim the formation of Licd states in
the CdS lattice12.13. It should be noted that the behavior of Li observed by PAC is common to
all, here investigated II-VI compounds in spite of their different band gap energies and
bonding characters, and, second, that the states of both the donor In and the acceptor Li are
affected by the same intrinsic defect, the metallic vacancy VM.

Co C

S S

Figure 4. Atomistic model of CdS showing Ihc two differcnt nCd + -Vcd' compeIxes associaled with the two
diffcren EFGs (sec Tabic I).

The fact that for dS two different EFGs are observed (see Table I) which both belong to the
InQ:I + -VCd " pair is easily explainable on the basis of the hexagonal lattice structure of CdS:
The distances between ncd and Vcd are slightly different if the trapped vacancy resides
above/below or inside of the basal plane of the hexagonal lattice (see Fig. 4). This effect is
strongly reduced for the ZnS lattice because its c/a ratio of 1.6368 is closer to the ideal ratio
of c/a = 1.6330, at which both distances become equal, than the ratio c/a = 1.62-8 of CdS: in
the cubic lattice of CdTe the respective distances are obviously identical. Consequently, for
ZnS and CdTe only a single EFG characterizes the InM -VM " pairs.

The data in Fig. 3 clearly illustrate that a minimum temperature is required for the
observation of the Li induced increase in the fraction of lncd*-Vcd'" pairs. This temperature
is about 580 K and 720 K for ZnS and CdTe, respectively, and might be indicative for the
onset of the diffusivity of Li atoms in these compounds on a jim scale. Further studies.
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however, are necessary in order to Understand this correlation more ;quantitatively, ats well as
thle influence of thle higher diffusion temperatures on the observed pair fractions.

Information 0.1 complexes formed between a group III donor and a metallic vacancy can also
be obtained from electron spin resonance b(ESR) experiments. Up to now, thik information is
only available for ZnS where the formation of Dzn-Vzn pairs (D = Al, Ga, In), so-called A-
centers, has been reported.14,' whereas for CQIS and CdTe similar information is not available.
Like the EFG tensor in the PAC experiment also the corresponding g tensor, characterizing
these pairs in the ESR experiment, is not axially symmetric.
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GENERATION OF METASTABLE SHALLOW DONORS UNDER COOLING IN HEXAGONAL
I I--VI SEMICONDUCTORS

N. -. KORSiJNSAYA, I. V. MARKEV I CH, E. P. SHUt GA, I.A. DROZDOVA and
11. I(. 311E I TJKMAN
Institute of Semiconductors, Ukrainian Academy of Sciences,

A3srRAc'r

A speci-fic sI:ructure which contains metastable centers is found on
(%)I)l) plane of CaS, Cdfue, dSSe crystals. The structure does not
take place on freshly cleaved surface and arises gradually when
ci ystal is Ike'p a ,fLr cl&afige ir, the Bar or inert gas. Metastable
t: ntus are uhown tu be in thin (I00A) layer" near (0001) plane
surface. In the metLastabie stat.e they are shal low donors. The
height. of the barrier separat ing the metastable state from the
ground one Is O.-05CV.The df in~.tive feature of hse centers is
Lhat their transition into metastable state is induced -by
r.perature dv:rc-a s. , which results in sharp rise of (0001) plane

conductivity under cooling in 300-77K temperature range.- The

dfnsity o sha].low donors at 77K reaches 'i0 cm -
. it is supposed

that lattice rearrangement which results in creation of shallow
drjtur: ii stiimulated by pyroelectric field and/or mechanical
itresses irising Lunder cool irog.

I. Irtrod',.Lion

Mtet, table centers egcite great interest and are now investigated
inLensively (see, -for ample, 11-3]1., Defects which can transfer
from the ground state into the metastable one under illumination,
carrier injection or e-:ternal pressure have been observed in a
number of semiconductors (Si- [43, InSb [53, ZnCdTe:Cl £6],, CdF 2

C73, AlGaAs rS3, etc.). In i.a-y cases such defects act in
metastable state as shallaw donors, so their transition in this
5tate results in considerable rise of conductivity [5-8. Recently
we have found similar dn-4ects in hexagonal I-VI semiconductors.
The distinctive feature of these defects, however, is that their
transition into the metastable state is induced by the temperature
decrease.
Earlier a bizarre effect was observed by us on (0001) plane of
CdS, CdSe and CdSSe single crystals, namely, a sharp increase of
conductivity under cooling E93. Detailed investigations described
below have led us to the conclusion that it is creation of shallow
donoru in thin layer near (0001) plane surface that is responsible
-for the anomalov. to-r .' ,dnce Of c.onduJctivity. It have
; er, r!hown clsci ,ht t eh-,.tabie curntes in ncar surface layer of

, 'T;L, plane Arc. .bspnt initially and aru gradually after

::":.... : =: = -:.. .. :- ........ r-'- y -... al i ~ le- 11 uud- l : • [I ' • Illr a ~ rlI ill ~ ai. igl~lIm :-



1266 ICDS-16

I I. Experimental

Undoped highly V.istive (p30C0 ,8¢lu- ,) (1dC.4 JC A)
single crystals obt a ined- througth zU1r- 10In a
sublimation [-10] were used. Sariple ., were cuA
off from the boule and then cleft as shownin fga.Cadmium (0601) adsulfur" (0001) tS;*

planes were identified by means of chemical
etching [1-13. Ohmic indium contacts were SD-l
melted either after cleavagk on basal plAne.
or before cleavage oa pti',matic- plalie 1 es
(fig.lb). The latter fashion was used when, C
characteristics of freshly cleaved surface
were investigated.

100 'M 300 40D

III.Results 
T, K

It have been found that when highly Fig.l.a. Scheme of
resistive Cd crystal is cooled 4rom. 400 to :rystal -o('vag-!.
77K in dark the dark current through (Cd) b. Appta, anta of
plane at first decreases wi:th activation mounted sainplns.
enegy 0.5-0.7 eV, but at 320-300-c. begins to c. Temper'ature de-
rise rapidly (-Fig. lc). At. 77K tii pendence of dartP

"anomal ots" curr ent 3 prnves to be 10 4t0o 6  current on (Cd)a

times grater than at 30OK, tho morn fast. tht pl-aiif under cool ing
cooling the grater J . The rise of J is (.) and under hea-a a
accompanied wvith photo,.3efisi tiv ity in.rczs ti-ng (;.).
and appearance of persisLk .IL
photoconductivity (PPC).Heating results in sharp droi L) 3a, So aL

any temperatUre ir. t:le t00-3001, rarge ihe current miP-aured under
heating is much lower -th tn that mea.stired under cool i rg
(fig. lc).When the -,fample is heated to. '1001, and thbn coled again,
J proves to be considerably lowuir thao a lvr dir(ct cooling from

a
400K. Initial 3A value can be r'estored by heating to 300--400K and
subsequent cooling. The diminution and Jollowing est--ration of J

can -be made many I ir(ves, the results being well reprodocibl-e. As
was mentioned above, ,C :.ould be alro -egulated by thL, Lhange of

cooling rate. Thus, we can control "anomalous" conductivity and
investigate (Cd) plane characteristicts at vetrious J values. The

a
maximum value of J =j has been, obtained by quidCl cooling

0 .5degrew/s) From 400K. Phutosetsitivity and PFC values
cor relate wi th J one. When after prel minary cooling from -4001.'.

a
the sample is kept at: the constant tei~.praL.ure T , the relaxation
of J i-s observed. The higher T thi. rpg-ator relixation rate V

a r
(fig.2a). The valite c.f activation ene_:rgy of this relat:ation
process obtained from IgV(I/T,) d:epeidesnzce was found 1o be 0.05eV

2
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(fig.21)1. Relaxed ,:urrent can be restored again by cooling from
300--400K.
Hall effect: ,ii.aurements shuw that J rise under cooliny aisd its

drop under heating or relaxation are due to tho chanige of free
el .t r-.), density. The mobility of
"anomAlous" electrons at 77K proves "o be Ja
cAtOLkt I /OVs and t;ur f at : t," e i- o, 0 a

t 1- 10 12(e=it at J =j3; treaches 10:) C m
cm g'/127K

Photo Holl effect under illusniftatko' with
ltr ir ll lt light (X -=490nm) whichl isl 150 S K

CkI) L)rbad in 1o cX m near surface layer have S 2 5K
h ar, sl o ini\usL.,yatted ,ii both basal as 22 230a
,el I pri-I SS1 iL plarl eS. Th- 0 2 '30 40 50
p)hotoel ect'on mobility hat, boei fvond to ,t,miinin
be al most the same and reaches about

tjU, /V for all lanes. Thus, the -(
thickness of conductive layer is less; than
10 -  bZ
I 1 77- 4. 2K Lter atul E r allge J edut
o~pJ}:r '_Oo i a~g alid r.:, . es after
subsequent heatifig (fig. 1l) .The plut uf43
Iyli (l /T) funr.tL ,, i!z ihe ln aiglt -

which Alope depe||ds on "an )inalous"

conductivity value at 77K. At. J . : the n 5 67l
activation energy obtained from this -:,Iope 1OS/T
E =O.035eV. The increase of 'a res ultt ina a
the deerease of E arid at J -3 ma Fig.2, a. Isothermal

a a a
-0. 005eV. By the other words, at T<771 relaxation of 3 ati a

"anomnalous" conducti.vi Ly beho, ves as var1ous temperatures
"normal" d¢Fwi: conductivity doeC 17-, 141. after rooling of the
Y!' i. 'nwn that when density of sample froff 400K.
ricre-ofipensated shallow donors Nd reachi.s b. Temper ature depen-

lC ' I nen-rat i., of conducti vi-t dence of J relaxa-

-, .'i:t-e •14J. t is r.o:.abI/ e tion I ate.
think that J decred:.e at. "r-771! is- due tu

freezing of "anomalous" electrons at hydrogenlike donors. Then

bal k r,,cicv'.-. s l .r,, der'si t/ at a when E isaad
regli i"'-,b is about 10 "cm "'.Theref are, the thickness of
oriductive layer is about IOOA.

In excitiwn luminescence spectra of (Cd)and (8) planes II and 12

, , ob '-d wt.; h are known to be due t, recombination of
E-,ciLons boud to neutral shallow acceptors and neutral
l-,ydr(;enliks . dnis corr.-pondingly [153 ti g.3) The ratio of



1268 ICDS16

these lilies intersities W /W -C4 i orbun.

c orsi dered to give! the i for-mati on L9
about ratio of dulor to acceptor 9
densities iii "ho -,ry'-.t I sibsurface b
laye_ where exciting ligjht is absorbed W 8
(10 cm) 116,17J. It have been found (4rb.gn.)
that cA on (Cd) plane of the certain A
sampl depends on Ja value. When Ja 'is I -IA)
reduced by heating of the sample LaO

T=10OK, eg is decreased too (fig.3b). 4.2K
ILt is ;nc-e-;ary to note that ,1 value
urt (Cd) planc alwof'. pi ,.ve5 to be a
est-unti all-y gr eater thati thAtL on (S) 5
plane u'f the same cry-.tal ('fi-j.3a).

t as bee, f CJuid that -i1 , l.
di.csribked a do'.e clt., not take l ace u,
4reshly cleaved surface. When the
•.Aple is qtJ ckli coled to 77k, at 46 4,70 49SO,
once after cleavage, (0001) pl :ne has
irimea%,ur ab1 y, SIall Jark conJot vi ty IMP
and low photosensiti,, ty, FPC being Fi y.3. e., Lun lufni
abser.t;. Hk;iding of the L.aple after ne;cence s.pe- tra orn (Cd)
cleavage at 70014 for a !ime int.rval p1 ~e (I -lnd a-uLir've) and
At:20-30 - t e:ul t. in ippei, ittpce of (So Plate fdatshed ru;rve)

c i . 1,. , . rhe more A" !he ;r -ti" f the a;O - yEtal, b. --

3., the latter reaching saturation pandence of ,*=W 'W. on

value JS at At=20-70 hO ur 15. The .1 value on (Cd) plane.
a a

cleavage of the crystal and its-
holding at 300K was carried out in the air
as wel) as in helium gas, the t-%_..lts nJa (Al
both cases being practizally identical
('fig. 4). T.,e rise of the tp.rperature
hastens Ja saturation process: at 400117: t o 4 .

latter cames to end at Ar~IO-s.
The i ,e of J with /it u fresthly c" .Ved

surface is accompanied with the incre.17ui1
,.i value i,1 (Cd) plane exci Lon

I ~rn .:nc~ Atd the za;..,: im;.i a .,r (S'
plane remains unchanged. 1

IV. Di scussi on i0 a -

It i. well known that T!-VI hexagenal m 4t hur
compounds are pyroelectrics [18]. Under Fi-g.4.Dependence of Ja

cooling (0001) plane acqui-res positive on time after crystal
charge [i92, and so creation of conductive cleavage:l-in the air;
layer near (0001) plane surface may first 2--in the helium gas.
of all be thought ;to cause by compensation

I
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uf pytauelec~tcic-field with _r-:l electrs:onSaeperig ental

i.1 he .nlA.ielayer -,'JI- oE0lpf~t~ f pyroelectric
f i , -d, the s~ine effect would be observed on (S) pl-ane under
heatinrg. tn real i v. however, increase of (S) plane condUCtiVi ty
under, heating, does' riot ta~ke place.
i-i.The major part of "0anomalous" electrons 1 r~sin 170-80K
tw-' nperature rarige (fig.2), where moure than 10 cm degree free
,-l-et frofib added under cool i-ig. AL the sam* time UdS
;.It o)ely., I-ic .n'lt4it in 300--77V~ teanpEr 31-ure ranige * s ... ciual to

02 o Cuir-/mh-ye 173, aid s.U 0111y 1-3*10 Lil -degree
tliot.trijiit -rt-qiired to coinpo:at.u ;p-yrlOctric field.
iji i-e equ i I i-btr umn .,o ct it'r. d.4umsi ty in investigated

~r ys t aI i~ ii/er y low ((0 cm~ a at 700K) , electrons, required for
,~1~"i~itrc:field mcniipernaticri have to- be supplied- from deep

r7~te by ei-ther ther mal generation or pyroelectric f ield
ioni.at-ion. At Tfl70, however, thermil ionizition of deep centers
is negligi-ble. On the other- hand, pyroelectric fisaed a~ksing in
CdS LrystaI after conlieig from 360 to 77K E P 6-10 V/cm is too

wE'OI. tO 'Qru Ziv (10(-! t-eril.ors.
iv.;_luct(rXic model is iot lie 31)le to eyplain the r-i-se of .x with
Ithe J increase. One has to conclude, therefoEre, that either

_f t-iun 1uF Iy~oel~ Jaorti or destruction Of acceptors takes
plac;. an (Cd' 1la.4
The former seems to be more probable, because i-t is difficult to
believe that initial density gf di~nors in uridoped highly resistive
crystals is so large as ^110 1cm ', . Another argument for donor
creation is that mobility of electrons behi-nd conducti-ve layer is
,much greater than that of- "anonialous" electrons. Destruction ofW
ac-ceptors would 1-ead to the increase of electron mobility p in

subisurface Layer. Alt the same time creation of donors have to
r e rul t in At redUCt ion1.4

So, we can to state out that the increase of conductivity of
001 1 pl ox o r dttv k3 not electr ohic, but ionic process,

nArnel, crr7-iton of hyli'ogenlike donors under coolinig.
11ighly conductive sf-ate of (0001) plane is nonequilibrium
(mretastable) one: wjhen cooling is stopped the relaxation into the
gl-otrid td occuors. (ncti vatior eriergy of this process 0~.050V is
the heigiht -*F the barriar sepArating the metastable state from the

-nu;l-1 an'. 'L t:U~c.-~ irr2r tvn ~icI r~lsj he creation of
shalIl! w donors -nay be qupprised to be induced by pyroelectric field
and-/or mechanical strdssas which arise under cool-ing. A
T hus, investiqations described abovo show -that (0001) plane

suuf ~ layer has a specific structure which contains

This .tructure, hcwever, dovE not take plai-e on freshly cleaved
surface. The increase of 1a and > with At leads to the conclusion

thE.a1 i-11 _-~erc-k- gr,:dnitclly after crystal cleavage. The rough
asticnation c;F emergence process act.ivati,)n C.nergy gives the value
of (). 6-0. 7eV.
The nature of observed metastable centers, mechanism of their

kriansition ito metastable state, as well as the mechanism of

tI



1270 ICDS-16

creation of specific str'ucture or) (0001) -plants iz- the matter of
further investigati ons.
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Strain Relief in Thin Film Can We Control It?

F.K. LeGoucs
IBM Research Division, "1J. Watson Research Center. Yorktown lcights, New York 10598,
1 1SA.

ABSTRACT

In this paper, we review several experiments which tackle the questions of the importance of
growth conditions on the introduction, and microstructure, of strain relieving defects, and show
that the nucleation of dislocations is the critical step in determining and controlling the iormation
of defects.

In the first set of experiments, the growth of Ge on Si(001) and Si(l I) was changed from islands
to laver-by laver by using a surfactant- [his has a dramatic effect on the nucleation of defects.
Indeed, in the c;e/Si(00l) system, the nucleation of dislocations is suppressed and novel V-shaped
defects at, formed. For the Ge/Si( ll]) system, the same dislocations are formed both during
islanding and !ayer-by-layer growth. But layer-by-layer growth forces dislocations to nucleate at
the surface as partials, which glide to the interface leaving a stacking fault threading through the
thin film. These faults are later annihilated by the glide of a second partial dislocation, resulting
in a perfect, relaxed Ge film.

Secondly, we review the anomalous strain relaxation observed in compositionally graded layers
of SiGc/Si(001). In this case, Frank-R-ad type sources of dislocations are observed, which results
in dislocations being injected deep into the Si substrate, leaving the top of the film itself defect
free. We discuss the mechanisms involved and show that this method can be used to grow re-
laxed, defect free SiGe alloy films of arbitrary thickness and composition.

1) INTRODUCTION

Strain and strain relieving defects play a considerable role in determinin, the electronic prop-
erties as well as the microstructure of epitaxial layers. Strain can be used in technology to man-
ufacture materials with specific properties -- e.g. change the band gap in very thin Si/Ge
superlattices', but must be understood and controlled ir order to obtain the desired properties
reproducibly. Considerable progress has been achieved recently in the field of SiGe heftro-
junction type devices'. This was done by using the band offset provided by alloying Si with Ge,
while keeping the SiGe film strained, i.e, at the lattice parameter of the Si substrate. This com-
pletely avoids the issue of defect formation and of defects threading through the thin film, and is
is relatively straightforward, as it only requires that, liven a certain Ge composition ( and thus
a certain strain), the SiGe thin film be kept below a given critical thickness. While there are se-
rious discrepancies between theories' . used to calculate this critical thickness and experimental
results', it is obvious that, for a given misfit between thin film and substrate, there is a thickness
under which the introduction of dislocations actually raises the total energy of the system, so that
there is no drivingforce for dislocation formation. Thus, there is a critical thickness under which
the thin film will be stable throughout the processing step% involved in the fihrication of the de-
vice. This thickness is better know empirically than understood theoretically, but, for the purpose
of making devices, this is quite appropriate.

The problems that have ',cen encountered when tryir4. to correlate the measured critical
thickness to theory are two Fold: Firstly, the theoretical cr*;,val thickness telates only to the for-
mation of 'the first dislocation-, i.e. it actual.y cannot be detected by any practical means: by the
time usual techniques detect dislocations, they are generally a very hilgl num, r of them. Thus,
the experiments are actu-illy more a measure of the limitation of the instrument being used than
a real measure of the c!-,sive critical thickness. Secondly, the problem is too complicated to be
completely modelcd so that some simplifying assumptions have to be made. v.-hich tend to shed
some doubts on the theoretical projections. For example, the most often used theorctic:1l critical

:kness is the one that was calculated by Matthews and Blakeslce. Two major asumptions
re made. First, it was assumed that dislocations were present in the substrate. so that it was

only necessary to bend the dislocations along the interface, not to nucleate them. This can be
extended to cases where nucleation is so easy that the limiting step during relaxation is the mo.
tion of the dislocations. We will show in this paper that, given today's almost perfect substrate
and cleaning pror-dures, neither of these applie.. The second major assumption was that the
interaction between dislocations could be neglected. It has been shown by llullV and by Freund'
that interaction between dislorations is critical in determining the final microstructurc, aId in
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particular, the density of threading dislocations at the end of the re;axation process. We will
show here that this interaction can be overcome to obtain perfect, relaxed thin films.

In this paper, we describe two sets of experiments which address these issues. In the first setof experiments, we study the effect of growth morphology upon introduction of strain r~lic inedefects. We demonstrate that the nucleation of dislocations can be drastically altered by cl'.ng-ing the growth mode from a island type of growth to a layer-by-layer type or growth. In ,c'layer-by-layer growth suppresses low energy nucleation sites generally provided by the .dge; orislands. This work demonstrates the critical role played by nucleation sites for dislocation, -. idthe fact that the notion of critical thickness is meaningless unless nucleation energy or dislo-cations is taken into account. In the second set of experiments, we show that the final micro-structure or a relaxed film can be controllcd by the simple trick- o grading the filmcompositionally, rrom the composition oftie substrate, to that or the desired overlayer. In thiscase again, we limit the number of nucleation sites, and force the diskccation to move on agraded" set of planes, thus greatly reducing interaction between dislocations. We will show thatthis gives us enough control of the dislocations to achieve virtually perfect films of arbitrarycomposition and lattice parameter.

1i) Surfactant aided epitaxy.
In a recent series of papers, Copel et al'-, and Ilorn-von Iloegen et al", have shown that thegrowth mode or Ge on Si can be drastically altered by using a surractant, and L Goues t-, " ae studie the efuect orthat change upon the final microstructure of the Ge thin film.(;e tends to grow layer-by-layer both on So(100) and on Si(il i) because it has a lower surfaceenergy than i. This layer-by-layer growth is mited though, because of the 4% Si7 differencehetween the Si and Ge lattices, causino strain in the Ge film. Indeed, afer only three monolayers(IN.) of Ge, the strain in the Ge film is high enough to destabilize the layer-by-layer growth and,from this point on, islanding occurs. By using a surfactant whose surrace energy is lower thanthat of both the Ge-terminated surface and th7 Si-terminated surface, Copel et all and Ibm-vonI loegen et al' have shown that the Ge surface mobility can be decreased enough to prevent is-landing altogether so that layer-by-layer growth can be maintained for arbitrary thicknesses.

ia) Experiment.
Ge films were grown by molecular beam epitaxy (M IJE) on Si(001) and Si( I i), both with andwithout a surfactant. For the Si(100) case, arsenic was used as a surractant, and the growth wasdone at a temperature ofabout 500"C For the case ofrSi( 11), antimony was used, and the filmswere grown at temperature ofabout 610'C. In both cases, the temperature is rather critical, sinceit it important to achieve a full monolayer coverage orthe surfactant, while preventing desorbtionduring growth and interdiffusion or Si in the Ge film Prior to growth, the su wecleaned bmild s ut .ering " .. . srtswr

cbea by mPueang an-dnheating toeabout^ 10.50C. I hesamples were prepared ror e'Mo . r v ton b m e c h a n i c a t t o a b ou t 2 Op m o llo w e d by i n -m l l n g a t liq u id n it r o g e n
t.m ,,rat,,', to electron transparency. Ihey were then observed in a Phillips 430 operating at300V and in a .Jeol 4000 microscope operating at 400kV.
l1-b) Growth on Si(O01): Formation of V-shaped defects.

Figure I shows cross-sectionai micrographs of 6 ML ofGe grown on Si(001), with and with-out a surractant. Clearly, the surfactant has prevented islanding, and layer-by-layer growth hasbeen achieved. For such thin films, both cases result in the Ge being strained to match the Sisubstrate (note that this is true even for te islands: there are no dislocations in any of the is-lands). In the island case though, it is expected that the side ofthe islands will act as anucleationsite ror dislocation half-loups. This will results in a very defective microstructure, with numerousthreading dislocations being left in the Ge film at the end of the relaxation process. It has beenargued that, during layer-by-layer growth, dislocations would have to be formed as har-loopsfrom the surrace. This is unlikely though because calculations of the energy necessary tohomogeneously form such half-loops would require strain far in excess or that 4enrated by the4% misfit between Si and Gel. Here, we can inally do a controlled test of this idea: Indeed,we are growing the same Ge film, at the same temperature, but one has grown layer-by-layer,while the other one has islanded. Figure 2 shows a 12 MI, Ge film grown layer-by-layer. Strainrelieving derects have been formed, but they are not the expected dislocations. These so called-V-shaped" defects are similar to deformation twinning and relieve the strain by tilting a fewplanes if the Ge film so as to "pack more atoms in the same space- i.e, planes are tilted so thatthe closed packed planes are perpendicular to the direction of maximum strain. A complete de-scription of the V-shaped defects is given in rers. II and 12. Fig. 3 shows another defect. afterflirther Ge growth. Ilere, we not-- two important reatures.
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- Figure I:Crss-sctjonai
nicrOgraplis or 6 M L or Gc
on ifI)
a) grown withotai surfactant.
b) grownt with~ an A.% surflacuint.

Fig.,re-2: Cross-scclinn miierograi or 2m1 (;c on Si(IX)I. grown. with a surfltctant.
a) gcncral vicw.
h) Ictait of tic v-sitaped dlefc. to atowir model, and %imultion arc also includcd.
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First, the defcct its.clr has acted as a nucleation site for a 90' dislocation, which has been injected
in the substrate itself Secondly, since the dcfcct has been overgrown, we can now draw a com-
plete flurgcr's circuit around it and demonstrate that it indeed acts as a 90 dislocation itself.
Thus, the total strain is relieved partly by the V-shaped defects, and partly by dislocations in the
.ubstratc. In rcf 12, we demonstrated that the dislocations were injected in the substrate because
or the repulsive forccs between the dislocation and the defect. This results in the Si substrate it-
sclf being scvcrely straiticd lbr a few monolaycrs, in order to meet the Ge lattice -halfway-. Thus
thic systcm, even after complete relaxation ,i.e, when the top of the Ge film has its natural lattice
parameter, will still be under consideLphic strain both because of the strain in the Si substrate,
and because the bottom of the Ge layer has a lattice parameter varying continually as the V-
shaped defect grows.

Contrary to what appears to he the case in [ig. 3, in most cases the overgrown Ge on top of
the derect is not petrect. Itdeed, numerous twins and stacking faults are generated during this
process, so that these films are not directly usable for eiectronic applications.

- 13 Detail or
i a-9 aped derect after further
growth onGe on Si(O01), with
an As surfactant. Burgers
vectors have been drawn
around the defect, and around
the dislocation that has been
injected in the Si substrate.

Il-c) (rowtk a M(lll): Fermation aefperfect, relaxed Ge thibi films.

When Ge is grown on an antimony terminated Si( I ) substrate, again, layer-by-layer growth
is achieved. Unlike the case of (;e/As/Si(001) though, the type ofdefects that are formed is not
changed by the growth morphology. The same dissociated dislocations are formed in both cases,
bit the location at which the nucleation events occur is changed, which results in very different
final microstructures. Figure 4 shows hith resolution micrographs of about 60 Mi. of Cie de-
posited an Si(l i) with and without a surktaint. When island growth occurs, the edges of the
islands provide numerous nucleation sites for dislocations. The dislocations then glide as partials
along the (I ll) plane. Each partial dislocation generates a stacking fault as it glides toward the
center of the island. If a complementary partial then glides on exactly the same plane, it will
annihilate the stacking fault, but this is statistically unlikely because of the plethora of nucleation
sites provided by the edges of the islands. Thus, the microstructure shown on Fig. 4a results.
whcre the island is full of stavking fault and twins. When the islands finally coalesce, these twins
and stacking faults will thread to the surface, resulting in a very defected Ge layer. On the other
hand, when (Ge is grown layer-by-la er on Si(l 11), the perfect microstnicture shown on Fig. 4b
results. Ilere, the srain is relieved by a series of partial dislocations located on one single plane
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at thc interface. The dislocations arc thc same as in the island case, but, unlike thc island case,
thcy are restricted to the plane of the interface, defining a patchwork of alternatively perfect and
faulted areas in this single plane, lcaving the film itself defect fr-cc and relaxed.

Figure 4: 1 igh resolution micrographs of about 6Am . of fiec grown on SO(I D. a) without a
-tirfaciant (side of an island). b) with antimony as a stirfactant.

Since the film is grown laycr-by-laycr. the only possibIc nuclcation site for dislocations is the
surface. Stirprisingly, the dislocations that are observed on Fig. 4h, cannot have formed in this
configuration at the surface. In order to understand why this has to be the case, let us consider
the case of the set of dislocations imaged in Fig. 4b. Since this is a (110] cross-section. the dis-
location marked i, which is directly imated here as an extra lattice fringe, has to have a Burger's
vector equal to 116[112]. 0, thus has a Burger's vector perpendicular to the plane of the cross-
section, which is why it Burger's vector can be directly imaged. D, ccurrespnds to the comple-
mentary dislocation. i.e. it rcstoj-.-t the perfect latticc at the end of the stacking fault and has thus
a Burgers vector equal to 116[211]j. Thus. the -total- dislocation (1), + I),) has a Burger's vector
equal to 112[(101 ]. The partials as well as the full dislocation can all glide on the (Ill1) plane of
the interface, and ONLY on this plane. Trhus it is impossible that they had formed al halr-loops
frogm the surface. since this would require glide along another Ill1) plane, i.e. (Ill1). (Ill). or
0Il). This final microstructure thus must have evolved from the formation and reaction or'di5-
location that have formed at the surface and gled on one the these planes. This is illustrated
schiematically in Fig. 5. As shown in Fig. 5a, thel 1/-2[101] Burgers vector can be disscociated into__
two other Burgerrsyectors. 112(101) m1/2(011] + 112(110 1/2[11~l] can glide toward the __

interface on the (Ill1) plane as a half-loop from the %uiari'. When the loop reaches the interace.
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it can cross-slip onto the plane or the interface, forming the dislocation observed exierinntallv
in Fig. 4b, plus a flll edge dislocation with a Burgers vector equ.. to 1/2[ I 10]. This last dislo-
cation can then climb out of the film. which incidentally takes c. -;e o" the -extra- atoms in the
film.

But dislocations in this system tend to form as partialr, so that this reaction does not happen
as one single step. Fig. 5b describes the sts of partials involved. First, a partial dislocation with
Burgcrs vector equal to I[112] loops from the surface and glides toward the interface. the first
partial to be nucleated will be the one with the highest driving force for nucleation. i.e, the one
whose effective Burgers vector in the plane of the interface is l'-rgest. rhe glide of this partial
dislocation generates a stacking fault in the film, leaving it defective. Tbis stage of the film
growth in depicted in Fig. 6. 1 Icre, the first partial has glided to the interface and cross-slipped
unto the plane of the interface, leaving a stacking fault along the interface, and threading through
the film. Because they are no other favorable nucleation sites for dislocations, the intersection
between the stacking fault and the surface acts as a prefered nucleation site for the second partial,
1/6[121], which, upon gliding to the interface, annihilates the previously formed stacking faults.
We have thus a "self-annihilating- defect. At the end of the growth all of the stacking raults
formed at intermediate growth thicknesses have Ieen annihilated, leaving the film relaxed and
defect free. A more detailed description of this mechanism can le found in reF 13.

(11toi01 Figure 5: schematic
represcntion of the dislocations
involved in the rclaxation
process.
a) Burger's vectors of the
full dislocations.
h) Burgcr's vector, line and
glide plane of the partial

(111) dislocations participating
in the relaxation.

I igure 6: (ross-sectinnal
micrograph of 1Mi L;c grown
on Si( I ll) with an Slsurfactant. The dislocation I),
has bccn highlighted, ;,
well as the stacking fault
along the interface. and
the stacking fault thrcading
throtgh the Ge (Inl.

1I-d) (mmisem.

This study of the effect of growth morphology on the introduction of strain relieving defects
highlights the critical importance of the nucleation energy and site on the final microstructure of
thin films. In the case of Ge/Si(Ol), layer-by-layer growth renders dislocation formation unfa-
vorable. Instead, V-shaped defects are form, t. These actually play the role ofa dislocation with
extended core, since a Rurgers vector can he drawn around them, once they have been overgrown.
In this case, it is obvious that the calculations, A la Mathews and Blakeslee, which involve clas.
sical elasticity cannot be of any value: I lere the "dislocation core is larger that the thickness of
the film in which it forms. It also shows that the nucleation energy is a critical factor in calcu-
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lating critical thickness. This renders the problem significantly more complicated since wve now
reid to addrests where. and how. arc dislocations formed.

The case of (ieJSi 1ll) is simpler since the samec distocationc arc formed both during laver.
l4nrgrowth andi islanding. Nonetheless it demonstrat m. the importance of the location of the

dislocation formation: I Icrc, by limiting the sites at which dislocations can he formed. we have
in effect complete control an -the film microstrowtugre. and can indeed acb-ec films that arc re-
laxcd anti derect free.

111) (anRPositpNY gradd MILbu

Figue 7:- Relaxied Si( kalloyX filmus grniwn by grading the composition, and showing the ano-oa-
lotu relaxation procevic. a I 'Ilie Or composition incrcases linearly. h) The cc composition in-
creases in a step-iw manner- c) I he gradedl bulrer contist or a superlatticc (marked 1
corresponding tit: 2vA i.W 5A s. wA Si.;_#3A Si- (Si.Jec. Y4'A SiO three times!

Si~~!A si.
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Ilere we review recently published data"5 , relating to the control of threading dislocations in
a relaxed film by grading the film compositionally. In this case, we not only control the
nucleation of dislocations, but also their velocity to such an extent that relaxed SiGe films of ar-
bitrary thickness and composition can be grown. We review the conditions necessary to achieve
this and describe possible extension of this technique to other materials.

Ill-a) Experiment.

SiGe thin films were grown both by IJIIV-chemical vapor deposition (CVI)) and MBE at a
tempetature of about 500°C. The cleaning procedures used before the growth are described in
refs. 16 and 17 respectively. TF.M samples were prepared in the same fashion as described iii the
previous section. The observations weic done at 300kV, except for the convergent beam patterns,
which were obtained at 100kV.

Ill-b) Results.
ll-b- I) Perfect, relaxed films or arbitrary composition.

Figure 8: a) Center spot of the
convergent beam pattern obtained from
the Si substrate, and correspnding
simulation.
b) Center spot ofrthe convergent beam

aI pattern obtained form the top layer ofthe sample shown in Fig. 6c, and
corresponding simulation.

- C) Planar view Of the sam pIc shown in
Fig. 6c: the thickness of the TEM sample
increases in the direction of the arrow.

-M



Materials Science Forum vols. 83-87 1279

Fig. 7 shows several samples grown by 1JIIV-CVI), where the top layer is relaxed, and defect
free. In fig. 7a, the Ge composition varies linearly from 0 at the substrate to about 25% at the
top of the film. Surprisingly, no threading dislocations are present at the top of the film, while
numerous dislocations seem to loop deep inside the Si substrate. Fig. 7b shows a sample were
the grading has been done in a step-wise manner, i.e, the Ge composition increases from one of
the superlattice layer to the next. Again, the top layer, containing 20%Ge is relaxed and dislo-
cation free. Fig. 7c shows a sample where the graded layer consists of a superlattice, where Ge-
rich layers of increasing Ge concentration are separated by Si-rich layers. The same phenomenon
occurs here too. This same sample was also used to ascertain the complete relaxation of the top
layer: Cross-sectional views were prepared perpendicular to the (100) direction (instead of the
more usual (110) direction), and cooled to about -140°C in the TEM in order to obtain clear
convergent beam patterns. Convergent beam diffraction is extremely sensitive to very small dis-
tortions of the lattice, so that tctragonal distortion due to strain, as well as changes in the lattice
parameter, can be readily detected. Fig. 8 shows the center spots from the convergent beam
pattern obtained from the Si substrate, and from the top-most layer of the sample shown in 7c,
Fig. 8 also includes simulated patterns, which show that, using the Si lattice as a reference, the
pattern obtained from the top layer can be reproduced if we assumed a completely relaxed SiGe
lattice containing 20% Ge. The complete relaxation can actually be deduced simply by noting
that the square symmetry is retained from 8a to 8b, demonstrating the lack of tetragonal dis-
tortion in the top layer., In order to quantify the quality of this relaxed top layer, planar view
TEM was done, Fig. 8c. Ilere, we are looking at a wedge, i.e, toward the right of the picture, the
TEM qample is very thiin, so that we are only imaging the very top portion of the sample. As the
'IEM sample gets thicker (toward the left of the picture), we start probing deeper into the sam-
ple, and intersecting the dislocations that are buried in the superlattice and the substrate.

Figure 9: Graded samples
demonstrating conditions for
the anomalous relaxation to
occur.
a) Sample grown by MIE on

. a clean starting surfhce.
b) Sample grown by MBE on
a surface where particulates
are present.
C Sample grown by CVI), in

¢t same conditions as the
sample shown in Fig. 6a, but
the Ge concentration in the
thin film is kept constant
at 25%.

o
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fly working at very low magnification, and probing several of the thin areas, we obtain an upper
limit for the number or threading dislocations of 104/cml, which correspond to a reduction of
about 7 orders of magnitude compared to similar layers grown without the graded buffer. It is
worth noting that this means that such materials are now device grade materials, that can be, and
have been"", used for novel device structures. The defect density was corroborated independ-
ently by etch pit counts, and the same number of l1 /cm was obtained.

I I I-b.2) Conditions and Mechanism.

We have shown in Fig. 7 that, in order for this new mechanism to operate, the buffer layer
can either be linearly, or step graded. Indeed, the step grading can be done in a rather compli-
cated manner, i.e, as a superlattice, were the layers of increasing Ge concentrations are separated
by pure Si, or low Ge concentration layers. Fig. 9 illustrates the other conditions necessary for
this phenomenon to occur: First, as shown in fig. 9a, the sample can be grown by MBE instead
of CVI). Secondly, the condition of the initial growth interface is critical. .ifparticulates are left
at this interface, they will pin-down threading dislocations and results in a very defective final
microstructure, Fig. 9b. Fig. 9c illustrates the fact that a clean interface is not enough for this
mechanism to occurs: here, the sample was grown in exactly the same conditions as the one
shown on Fig. 7a, but the Ge content was kept constant. Thus, the grading itself plays a deter-
mining role.

The mechanism proposed for this anomalous strain relief was described in in ref. 15. This
mechanism has to be able to explain the two striking experimental facts, first that the top layer
is relaxed and dcfcct free, and, secondly, that dislocations are injected deep into the Si substrate
itself. Fig. 10 demonstrates that the dislocations that are very deep inside the substrate are in fact
part of a pile-up originating near the interface. It also shows, through a .b analysis, that all of
the dislocations in one pile-up have the same Burgers vector, equal to 1/2[10l1], i.e glissile on the
(il) plane., This strongly suggest the presence of a Frank-Read type of dislocation source at,
or near, the substrate/overlayer interface. We propose that the grading, as well as the very clean
growth surface, make it very difficult to nucleate dislocations. An initial network probably forms
at defects (possibly particulates or "diamond-defects" similar to those described by Eaglesham et
a12o), significantly past the critical thickness (as defined by Matthews and Blakeslee), and thus are
under enough strain so that the threading part can move all the way to the edges of the wafer.
After this initial network has formed, the intersections between dislocations start acting as
Frank-Read sources, as shown in Fig. 11. Each new loop formed pushes the previous one further
into the substrate, explaining the presence of very deep dislocation pile-ups in the Si substrate.
Further, because of the grading, each new loop can glide on a 'fresh surface, since the location
of the dislocation needs to be graded too in order to minimize the total energy. This greatly
minimizes the interaction between dislocations, and thus the possibility of pinning by intersecting
dislocations6. . This in turn explains the lack on threading dislocations in the top layer: all of the
threading parts have been able to move unimpaired to the edges of the wafer.

111-b-3) Other materials - Outlook for future uses of this technique.

We have presented only results concerning SiGe films grown onto Si(100), with a maximum
composition of 25%Ge. We have successfully grown layers containing up to 60%Ge, fully re-
laxed and defect free. These can be used for devices that require straining the Si lattice, e.g,
tunnelling junction, or as a substrate for strain symmetrized superlattices. This technique could
be extended straightforwardly to grow pure Ge on Si. We are also in the process of investigating
this technique for different materials, e.g. (GalnAs/GaAs. The process described here is really
quite general, and, given that in these systems, the same type of dislocation as in SiGe are formed,
the same phenomenon should occur. Similarly, a number of II-VI systems should display the
same behavior. Eventually, this technique could also be used to manufacture perfect substrates
of arbitrary composition/lattice parameters, on which to grow devices or novel materials.

IV) General Conclusions.

These experiments have demonstrated that it is time forgo the notion of critical thickness, at
least the one that have been defined by Matthews and Blakeslee (and refined, but never com-
pletely changed, ever since). The idea was certainly valid at the time it was developed, first be-
cause the substrates themselves were so defective that the nucleation of dislocation was never an
issue, and, secondly, because the cleaning procedures had not reached the level of today, thus
probably leaving numerous particulates that could also act as nucleation sites. Todays substrates
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and cleaning procedures make it impossible to omit the nucleation of" dislocations in any calcu-
lation.

Figure 10: a) Cross-sectional
sample, tilted about 30° around
(110), so that dislocations that
were running perpendicular to the
electron beam in Fig. 7 and 9 are
now imaged as lines. A pile-up,
with its origin in the bottom
part of the graded layer is
clearly seen.
b- .b analysis of a series of'
dislocation loops, showing that
all of the loops have the same
Burgers vector, equal to 1/2[!01].

c ci

0 1=
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Indeed, comparison between experimental results and a Matthcws-Blakeslee type of critical
thickness are probably only useful as a check of how clean tile system is: the dirtier the growth,
the closer to the theory the data will bc since dirt will certainly make nucleation of dislocations
easier. In theory, it would be possible to develop a new critical thickness taking into account the
barrier to nucleation. Unfortunately, this critical thickness would be critically dependant upon
exactly how dislocations are formed: In the case on Ge/As/Si(100), we have actually demon;
strated that it was possible to completely prevent the nucleation of dislocation because other
defects have a lower nucleation energy barrier. In this case, the critical thickness would be the
thickness necessary to form the V-shaped defects, not dislocations. At this point in time, the
problem of including nucleation energy is thus impractical, mostly because, in most cases, we
don't known where the dislocations are formed.

We have nonetheless reached a point where, through careful growth techniques, we can indecd
control the formation and migration of defects/dislocations to an extend where electronic grade
materials can be grown relaxed and defect frec. We have shown two techfiqu es that achieve this
goal: In the first one, we have controlled the growth modc through control of the surface ener-
getics. This results in the formation of defect free, relaxed Ge on Si( I ). The idea of using
surfactants could clearly be used with other systems, and at other composition of SiGe alloys.
The second technique seems almost simplistic and consists of using a buffer layer o f gradcd
composition to reach the lattice parameter and composition desired. -Although the idea here is
very simple, its workability critically depends on how good the growth-is, eig, the initial.condition
of the growth interface determines the final microstrticture. This is probably why we arc only
now discovering this new phenomenon. It certainly opens the door to a wide array of novel
structures, materials, and devices.

.A CeB

Si Si
a b

St Ge (6) - Ge B Figure 11: Schematic representation ofthe
.. Frank-Read mechanism for dislocation

formation, applied to this case.

SSi
0 d

AGe e

Si s
0 f
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COMPOSITION MODULATION EFFECTS ON THE GENERATION OF DEF*ECTS
IN Ino.s4Gao.4As STRAINED LAYERS

F.Peir6, A.Cornet, A.Herms, J.R.Morante, S.Clark*, R.H.Williams*
LCMM. Dept. Ffsica Aplicada i Electrbnica. Universitat de Barcelona. Diagonal,645.
Barcelona 08028.
* Dept. Physics and Astronomy. University of Wales. PO BOX 913. Cardiff. UK.

ABSTRACT

The influence of the presence of a composition modulation on the generation of defects in
In0.s4Ga. 46As strained layers grown by MBE on InP substrates is reported. The most
important feature found in all the samples is the existence of a tweed-like quasiperiodic
structure with a strong dark contrast roughly along both the [001] and [010] directions. The
wavelength A of this quasiperiodic structure has been found to be dependent on the layer
thickness. In a first step, the strain relaxation is absorbed by the presence of a modulation
of composition. For layer thickness bigger than 0.5 um, defects start to appear because their
nucleation is more favourable than increasing elastic energy in the layer. The interface
dislocation network, expected in the growth of mismatched layers, has not nucleated in any
of the samples, even for the thickest one. The elastic energy associated with the modulation
induced strain has been taken into account to explain this behaviour.

INTRODUCTION

Lattice mismatched In,,Gal.,As layers grown on InP substrates are now of interest as they can
be used to fabricate optoelectronic devices working in the wavelength range > 2 1tm [1]. The
performance and reliability of these semiconductor devices are known to depend initially
upon the perfection of the materials, especially for injection devices such as lasers and light-
emitting diodes where high current densities flow through the active regions during operation.
It is essential for the active region to be free from structural defects because they act as
nonradiative recombination centers [2,3]. The defects usually discussed are those more
directly related to the lattice mismatch between the overgrowth layer and the substrate,
namely misfit dislocations [4] which appear when the layer thickness exceeds the critical
value, t. However, misfit dislocations are not the only way available for the accomodation
of the misfit strain. Stacking faults inside the epilayer can also greatly relax the misfit strain
[5]. Despite many theoretical models [6,7] have been developed to describe the transition
between the strained and relaxed systems, experimental understanding of the strain relaxation
process is still very limited.

In this work we studied the morphological defects in Ino.s4Gao. 6As strained layers grown by
MBE on InP substrates, when the growth conditions used favour composition modulations
to be present. In order to explain the relaxation mechanism we have taken into account the
elastic energy associated with the modulation induced strain.

EXPERIMENTAL PROCEDURES

All the samples were grown using a VG Semicon V80H Molecular Beam Epitaxy (MBE)
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system. Growth was carried out at 515°C on InP (100) semi-insulating Fe-doped substrates.
The substrates were etched prior to growth, at 50* C in H2SO4 : H20 :H20 2 prepared in the
ratio 7: 1: 1. Five epilayers were grown "t a fixed alloy composition of x =54.3% +0.2% with
different thicknesses as shown in Table I. On initiation of growth a step increase in
temperature of the group III sources was employed to limit In and Ga flux transients.

I.. - TEM studies were performed on plan view and

AMPLE THICKNESS A cross section samples. The cross-sectional
(pm) (nm)I specimens were thinned by I' bombardment.

A 0.29 405 Planar view specimens were prepared by
mechanical and ion beam milling. As it is well

B 0.49 365 known, the use of Ar+ to etch the samples is
C 0.74 320 not very advisable in samples grown on InP

D 0.98 240 substrates because the preferential etch of P
produce In islands, which difficult the

E 1.96 235 obs. rvation of interfaces. However, in this
study, the controlled use of Ar' etching allows

Table 1. Sample characteristics. The us to know, by the presence of these islands,
measurement error of the coarse structure which zone of the sample we are on. First of
wavelength (A) has been estimated to be all, samples were etched from the substrate
±10%. side and after from the layer surface. By

changing the etching times, we were able to
obtain samples with their thinnest regions at different distances from the interface. The
observations have been performed using an Hitachi H-800 NA microscope operating at 200
keV.

Figure 1. Plan view [100] micrograph of Figure 2. Diffraction pattern of sample B
the sample B. The arrow marks g=022.
The coarse modulation lies along both
10101 and 10011 directions.
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RESULTS

The most important feature that has been found in all ti, samples, is the existence of a
tweedlike structure with strong dark contrast in the [001] and [010] directions. The
micrograph reproduced in figure 1 has been obtained with the g=022 reflection, using the
bright fiel,' two-beam diffraction method. Quasiperiodic c'ontrast modulation lies in the
growth plane. The 022 reflection reveals in esence the same features, and the contrast is
reversed by inverting the vector g. When the sample is imaged in g=004, only the set of
bands perpendicular to g remains visible. A similar behaviour occurs for g=040, which make
the bands !ying on [010] to disappear. Furthermore, in the diffrction pattern (fig.2),
<002> spots exhibit a weaker intensity than the <004> ones, as expected also from the
Treacy calculations of diffraction patterns of a composition modulated structure [8].

Henor et al [9j suggested, from Energy Dispersive X-Ray Analysis (EDX), that the presence
of a composition modulation at the layer-substrate iv,rface is responsible for the coarse
pattern observed. Although the mechani-sm of this modul'tion is not well established [10,1 1],
the role played by the associated elastic energy must bc taken into account to explain the
stability of III-V alloys grown on InP [12].

Figure 3. Bright field nvo beam condition Figure 4. Bright field two beam condition
image of sample C with g= 6 2 2 . Stacking image of sample E, withg = 022.
faults and threading dislocations start to
appear.

Epilayers with thicknesses beyond the critical value, t4 have been analyzed to study the
influence of the composition modulation on strain relaxation. Figures 2,3 and 4 are an
example of the coarse pattern variation as layer thickness increases. The contrast modulation
is evident for all the cases. In Table I, we summarize tha, thicknesses as well as the
wavelength A of the tweedlike structure present in each sample. The modulation wavelength
has been found to decrease as layer thickness increases. It should be noted that samples D
and E have similar values of A, despite the large difference on their thickness values. The
measurements of the wavelengths shown in table 1, have been performed by averaging the
results from different regions in the specimen. We have not found any difference in the
peridiocity between the two orthogonal sets.
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It is worthwhile to point out that the interface dislocation network, expected in growth of
mismatched layers, has not nucleated in any of the samples, even for the thickest one.
However, misfit dislocations are not the only way available for acommodation of the misfit
strain [5]. Among other mechanisms, stacking faults inside the epilayer can also greatly relax
the misfit strain. In our case, the presence of stacking faults is more significant in thicker
samples (figure 3). Defects start to appear in sample C and their densities rise as layer
thickness increases, reaching a value of about 107 cm*2 for the thickest sample.

Figure 5. Micrograph of sample E imaged Figure 6. Micrograph of sample E,
with g=022. The asterisc marks the same g=022, showing the dark bands lying
region that in figure 6. Dislocation lines, along 010 and 001. R=<211> type
stacking faults anil coarse structure are in stacking fault are still present.
contrast.

In order to study the effects of the composition
modulation on the generation of defects we

500 nm have carried out plan view TEM observations
at different distances from the interface. Here
we present the results for the specimen with
the thickest layer (1.96,um). Figure 4 is a
bright field, g=022, two beam condition
image of this sample in the region near the
interface. Figures 5 and 6 correspond to two
different reflections, g=022 and g=022
respectively, of a region farer from the
interface that the one shown in figure 4. The
star in the figures refers to the same area of

Figure 7. Dislocation lines and stacking the sample. Comparing figures 4 and 6, we
can observe that the contrast of the coars.E. structure decreases as the separation from the

interface increases. At the same time,
dislocations lines start to appear. The general feature is that most of the dislocations appear
under 022 (Fig. 5), 040 and 004 reflections. Under 02"2 reflection, the dislocations disappear
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(Fig. 6) and the stacking faults are still in contrast. Based on the g.b criterium for the
visibility of dislocations, where g is the diffraction vector and b the Burgers vector of the
dislocations, we can conclude that most of the dislocations are misfit lying on <022 >.
Finally, when the upper region of the layer is imaged (i.e. region near interface has been
etched from the substrate) only stacking faults and misfit dislocations are observed (Fig. 7).
Remark that the coarse structure has disappear.

DISCUSSION

It is well known that in heteroepitaxial growth the epilayer-substrate strain is initially
accomodated elastically. However, at sufficient large epilayer thicknesses, > t, the
accomodation of strain by nucleation and propagation of defects (misfit dislocations, stacking
faults) is more favourable than the increase of the elastic energy of the system. On the other
hand, Glas [12] showed that the stress relaxation of the system can also be related to a
modulation of the lattice parameter. So, in our case of low mismatched InGaAs layers, a
balance of the elastic energy in the system must include both contributions: defects and
composition modulation. The relaxation of the stress tends to an stabilisation of the system
leading to a determinated composition modulation depending on the total energy, which is
obviously related to the layer thickness.

In this framework, our results could be explained by the following considerations: In the
thinnest samples, the energetic balance of the system leads to a presence of a modulation of
composition. As the layer thickness increases, there is a diminution of the wavelength in
order to absorb the increment of elastic energy introduced by the greater thickness. However,
for the thickest samples this diminution of the wavelength is likely to be not enough to absorb
the excess energy. So, like in mismatched homogeneous layers, when layer thickness exceeds
a critical value, the relaxation of the energy by means of defect nucleation is more favourable
than increasing elastic energy in the strained layer. In this way, note that despite the large
difference in thickness between E and D samples, their wavelengths are very similar, being
the density of stacking faults higher in the thickest one.

To know the critical value at which defects begin to appear, a balance of the elastic energy
in the system including the nucleation of defects and the energy associated to the modulation
of composition must be done. So, this critical value will depend on the growth parameters
(temperature and composition) influencing the thermodinamical stability of the system and
on the strain present in the sample because of the composition and layer thickness. In our
samples, grown at 515°C and with a low mismatch, we have found 0.5 um for the critical
value.

The existence of a composition modulation at the interface suggests that regions of localized
strain are present, limiting the propagation and interaction of dislocations to form misfit
segments generally observed in mismatched layers. On the contrary, when a region above
the interface is imaged (Fig.6) a set of misfit dislocations lying on < 022 > can be observed.
In this case the structure is not affected by the modulation induced strain because, as
suggested by Strunk [131, the propagation mechanism of such dislocations is a climbing
process.
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£ CONCLUSION

We have studied the influence of the presence of a composition modulation on the generation
of defects in 1nc,.Ga0 46As layers grown by MBE on InP substrates. Despite all samples
studied have thicknesses larger than the theoretical critical thickness, the expected interface
dislocation network has not nucleated in any of the samples, even for the thickest ones. The
presence of regions of localized strain associated with this modulation has been taken into
account to explain the observed behaviour.
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ABSTRACT

We have studied, by capacitance-voltage measurements and deep-level transient spectroscopy, the
electron traps present in I.Sgam-thick relaxed n-In0.05Ga0.9gAs grown by molecular beam
epitaxy (MBE) on an n-GaAs substrate. We find that the capacitance-voltage data indicate a
significant decrease in the effective space-charge concentration in the InGaAs close to the
hetero-interface, suggesting the presence of a high concentration of electron traps in that region.
Our DLTS measurements indicate two electron-trapping levels in the In0.0 5Ga0 .95 As layer, one
at Ec-0.56eV and the other at Ec-O.8OeV. The shallower level is assigned, on the basis of its
concentration profile and unusual electron-capture characteristics, to extended defects such as
dislocations, and we have elsewhere reported strong evdence that the Ec-0.0eV level in this
MBE-grown InGaAs corresponds to the EL2 defect commonly found in bulk-grown GaAs. We
rnd however that the Ec-0.56eV and Ec-O.8eV trap concentration profiles cannot account for
the observed carrier depletion near the In0.05Ga0 .95 As-GaAs hetero-structure interface, and
propose that it is due to electron trapping on other dilocation-related acceptor levels in the
lower half of the bandgp.

1. Introduction

The lattice mismatched lnxGal-xAGaAs system has considerable potential for the fabrication of
electron devices such as high electron mobility transistors (HEMTs) [I) and hetero-junction
bipolar transistors (HBTs) 121. However, the difference in the respective lattice constants means
that the growth of InxGal.xAs on GaAs can proceed pseudomorphically (with the mismatch
taken up by elastic strain in the lnxGal.xAs) only until the layer reaches a certain thickness.
the critical thickness. Thereafter, the InxGal-xAs relaxes towards its bulk lattice constant by
plastic deformation via dislocation generation with a consequent degradation 3f material quality
131. Clearly the understanding of electrical degradation of InxGal-xAs is of great importance
for the future growth and optimisation of practical devices in the InxGal.xAs.GaAs system.

Transmission electron microscopy studies of relaxed inxGalx As on GaAs [4-7) for indium
compositions x of less than 0.25 have shown that the relaxation of strain is accompanied by the
formation of misfit dislocations close to the junction of the two mismatched layers. These
misfit dislocations may be produced by the glide of threading dislocations inherited from the
substrate or, if the density of threaders is low, the misfits may arise from the nucleation and
subsequent expansion of half-loop at the surface [81. In either case, the process of dislocation
glide may result in the interaction of the dislocations with other defects, either point defects or
extended defects, and the generation of new defect structures. Similarly, dislocation climb may
occur non-conservatively, with the dislocation acting as a sink or source of point defects 191.

In the present work we investigate the presence of electrically active defects in relaxed
In0 .05 Ga0 .g5 As layers containing dislocations.

2. Experimetal Procedures

The In0 .0SGa0.9SAs layer used in this study was grown by molecular beam epitaxy (MBE) at
RSRE, Malvern, Worcs, UK, in a Vacuum Generators VG V8OH system. Onto a
(100)-oriented n+-GaAs substrate (# : (5-9)x1017 cm-3) were deposited in succession a 1.17pm
GaAs buffer layer, a l.Spm thickness of ln0 .05Ga0.g5 As and, finally, a thin (200)) GaAs cap
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layer tor better Schottky contacting. Ail tpitaxial layers were silicon dopeCd to
n = 1x1016 cm-3 . The buffer layer was grown at a substrate temperature of 580'C, with the
subsequent layers grown at 320'C in order to prevent significant indium desorption. Growth
proceeded at I monolayer/sec under a group V to group Ill flux-ratio of 5:1.

Ohmic back contacts were made to the sample by alloying tin at 2W'C in an atmosphere of
HCI. Prior to this. the samples were cleaned by a succesion of rinses in an ultrasonic bath;
firstly in methanol, then in isopropyl alcohol, and finally in distilled water. A similar rinse
followed the ohmic contacting and, after a brief deoxidising rinse in 10% HCI solution, 1mm
gold Schottky front conticts were deposited by vacuum evaporation at 10-5 torr through a
stainless steel mask. The reverse breakdown obtained from these diodes at roomn temperature
was often greater than 2OV. allowing the layer to be depleted as far as the substrate.
Capacitance-voltage profiling and deep-level transient spectroscopy (DLTS) (101 measurements
were made using a computerized data collection system employing a Doonon 728 capacitance
meter. box-car signal analyser and digital transient recorder.

3. Results and Discusion

Figure I shows the effective space-charge concentration N* (as obtained from the C-V data in
the usual say) in the epilayers as a function of depth at two tmeaus.40K and 315K.
The most striling feature is the broad dip in effective space-chrg concentration at the
Jn.oSao.,As-GaAs interface. and we interpret this in term of a hNg densiy Of

-electron-trapping defects in this region. It is to be nosed that the generalj form of the N+
profile changes little between the two temperatures; this will be discussed below.

-~ 40K

E%&i Effective space-charge
concentration N+ as a functin of
distance firomt the Schottky
contact, evaluated from I MHz......
C-V measurements at the i'

temperatures iniae. The -

1nOOSGao.SAs-OaAs interface
was at I .Spm from the Schottky S5
contact.

ffivnce 'frc schefliy C-41612c: .m

DLTS measurements at 40-380K revealed the presence of two electron trapping levels in the
IPo.osGao.s layer. By varying t bia conditions (and therefrwe tie measurement depts)
for different DLTS scans. its apparent thAt the concentratimonf@ each of thn two traps 110
strongsly Position-dpnet. Fqgue 2. showing DLI'S spectr for die vanos bias conditions
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indicated, illustrates this. It was noted that the 290K peak appeared at slightly lower
temperatures under conditions of lower bias at constant pulse height; because of the way in
which the depletion depth depends on applied reverse bias, this implies an enhanced electron
emission under higher field conditions.

6

-7

_2 a0.56eV
a

-9 8

-9 0.80eV

b
-10

220 240 260 280 300 320 340 360 380 2.4 2.6 2.8 3.0 3.2 3.4 3.6 3,8 4.0
Temperature (K) IO00/T

Fig.2 DLTS spectra for different
values of steady reverse bias Vr Pi.3 Arrhenius plots for the
and filling pulse bias Vp two DLTS peaks shown in
(a) Vr=-4V, V =-2V; figure 2. Data points for the
(b) Vr=-8V, V=-6V; Ec-0.56eV peak are shown for
(c) Vr=-10V, 8=-SV; Vr=-8V, V =-6V. In the case
(d) Vr=-12V, V=-10. of the c-0.80eV peak, the
The emission rate window was set condition Vr=-2V, Vp=0V was
at 20.2s - 1 and the filling pulse used.
duration was 2ms.

Arrhenius plots for the two traps under the field conditions marked are given in figure 3,
yielding trap energies of (0.560±0.006)eV and (0.796±0.006)eV for the 290K peak and the 360K
peak respectively. On the basis of the emission behaviour of the Ec-0.80eV trap over the
InxGaI_xAs composition range 0.05 4 x < 0.20 in this and other samples, and because of the
distinctive photo-capacitance quenching that we observe, we have argued [11] that the
Ec-0.80eV trap is due to the well-known EL2 level, not previotsly observed in MBE-grown
InxGaI -xAs.

We have studied also the dependences of the DLTS amplitudes of the two peaks on the
duration of the electron-filling pulse, and we have found that a pulse of at least lOOms was
required to fill the Ec-0.56eV trap, with the Ec-0.80eV (EL2) level filling about an order of
magnitude faster. The DLTS peak height for each trap is plotted as a function of the filling
pulse duration in figure 4.
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It is seen in figure 4 that the height of the Ec-O.56eV peak is approximately proportional to
the logarithm u the filling duration over two decades. As considered by Wosinski [12], such
behaviour is characteristic of rows of defects such as may occur at dislocations; the mechanism
of the effect is that the filling rate of individual traps is progressively reduced as the filling of
defects on the row changes the row's electric potential. In the same study, Wosinski described
the observation by DLTS of a trapping level, ED1, produced by plastic deformation of bulk
GaAs, which showed just such a characteristic. Although the activation energy, 0.68eV,
obtained for EDI in that study, differs from our value of 0.56eV for the 290K peak, the
similarity of the electron-capture behaviour suggests that Wosinski's EDI and the Ec-0. 56 level
of the present study may involve similar defect arrangements.

1.4

A

1.2 A -A A
A A

A,- 1.0

Fia4 DLTS peak height as a A A

function of filling pulse duration z.- A

for the Ec-0.56eV level (/)
and the Ec-0.80eV level (A), 0.8 A

measured at the temperatures,
290K and 360K respectively, of :2
the centres of the DLTS peaks .
shown in figure 2. For each set
of data, the DLTS biasing A 0.56eV level
conditions were Vr=-gV, a. A 0.80eV level

Vp=-6V. 0.4

0.2 A

0 ... L7 0 0,

10- 10- 10 10-I' 100 1,0
Filling pulse duration (sec)

Concerning the filling of the Ec-0.8OeV level, which we identify with EL2 defects, we note that
measurements that we have made on VPE n-GaAs using the same equipment and experimental
arrangement have shown essentially complete filling of EL2 centres in that material for all the
filling-pulse durations for which data are shown in figure 4, and this is in agreement with data
for EL2 in VPE n-GaAs given by Mircea et al [13]. However, although that work [13]
reported that the filling of EL2 traps in VPE n-InxGal-xAs was slower than that of such
centres in VPE n-GaAs, our data of figure 4 show that many of the EL2 traps in our MBE
In0 .0 5Ga 0 .95 As were filled even more slowly. We suggest that some or all of the EL2 centres
in our In0 .05 Ga0 .95 M were present near other electron traps (perhaps related to dislocations),
such that, like the Ec-0.56eV trap, their rate of filling by electrons was reduced by the effect
of nearby, already filled traps.

In order to investigate the spatial dependences of the trap concentrations, further DLTS data
were taken with the reverse bias during the emission period held constant at 12V and the pulse
height changed for successive DLTS measurements. For 12V reverse bias, the inner boundary
of the depletion region was in the GaAs buffer layer for which the carrier concentration was
well known and fairly constant with temperature. This experimental procedure therefore enabled
a reasonably accurate study of the trap concentration to be carried out. Because of the
strongly non-uniform effective space-charge concentration in our sample, care had to be taken

II~l l I II II I I I II II • I II ill III IIIIII •-'I II II I 1 As
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in the analysis of trap concentration data. The method we chose for determining the trap
distribution was that of Lefavre and Schulz [14], employing the double integration of the
measured space-charge concentration from the depletion region boundary towards the Schottky
contact in order to determine the points at which the trapping levels crossed the Fermi level.
For each of the two traps, the peak height was scaled up on the basis of figure 4 in order to
compensate for insufficient filling time. The results of this analysis are presented in figure 5.
The markedly non-uniform nature of the calculated profiles suggests that neither trap is
impurity-related; a formation mechanism based on dislocation production and propagation seems
the most likely origin of the two traps. While the Ec-0.56eV level seems, on the evidence of
its strongly logarithmic filling characteristics (figure 4), to be related to dislocation core states,
the Ec-O.8OeV level may be produced by a dislocation climb mechanism such as that proposed
by Figielski [15].

101

fig.5 Trap concentration for the g" 0
Ec-0.56eV level (A) and the E

Ec-0.80eV level (A) as a Q

function of distance from the C

Schottky contact. The concen-
trations were determined from the
DLTS data by the method

0outlined in the text. The Q
In0.05Ga 0.95 As-GaAs interface 0

was at 1.5pm from the Schottky
contact.

0.56eV level
A 0 80eV level

10's
0 0.5 1.0 1.5

Distance from Schottky contact (pm)

In order to test whether band bending at the InGaAs/GaAs conduction band discontinuity caused
any serious analytical problems, we have developed a numerical computer program similar to
that which Jeong et al [16] used for C-V simulation, but with provision for a DLTS bias pulse.
It was found that, for traps having energy levels similar to those which we observe, the
difference in peak heights due to the expected conduction band discontinuity of 0.05eV was
within the uncertainty limits of our experimental determination of trap concentrations.

Clearly the evidence of figure 5 suggests that the two levels that we detect by DLTS are not,
on their own, sufficient in concentration to produce the large dip in N+ shown in figure 1.
Considering also the fact that the N+ plot of figure 1 changes'little in form between the two
measurement temperatures, we can reasonably conclude that the N+ dip is likely to be largely
due to compensation by acceptor levels in the lower half of the band-gap. Such electron traps 2
would not be observable by the standard DLTS technique because of the high temperature that
would be needed for emission of the trapped electrons to the conduction band. Evidence for
the creation of electron traps below mid-gap has been reported in studies of plastic deformation
in GaAs [17-19].

As is shown in figure 5, our analysis shows no evidence that the two traps are present in the
0.4pra region of lnGaAs nearest to the hetero-interface. Ioannou et al [20] have reported a
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similar observation on MBE-grown indium-doped (0.6%) GaAs for the grown-in traps Ml, M3
and M4;' the apparent absence of those traps from the dislocation zone was suggested to be a
consequence of point defect absorption during the non-conservative climb of dislocations in that
region. In the case of the present work, this would seem an unlikely, though not impossible,
mechanism if we are to argue that the defects are created by dislocation-related processes in
the first place. Fermi level pinning on deep traps of concentration greater than or of the
order of 1016 cm - 3 at or near the interface would seem to be a more likely explanation for
the apparent non-appearance of our two levels in that region. This process, similar to that
observed by Woodall ee at [21], would mean that any Ec-0.56eV and Ec-0.80eV levels near the
InGaAs-GaAs interface would be held above the Fermi level for any given reverse bias and
therefore would not be filled by the conventional DLTS technique. It must be stressed, though,
that no rectification attributable to the hetero-interface has been observed for our samples. In
addition, the good agreement of the N+ data of figure 1 with the interface position indicates
that there can be no large series capacitance effect arising from the InGaAs-GaAs interface.

In conclusion, we observe by DLTS the presence of two electron-trapping levels, at Ec-.56eV
and Ec-0.80eV, in In 0 .05 Ga0 .9 5As MBE-grown on GaAs, and suggest that these levels arise
from dislocation-related defect processes. However, the measured total concentration of the
defects is insufficient to produce the observed strong dip in the effective space-charge
concentration N+ near the InGaAs-GaAs interface, and we propose that that reduction in N+ is
due mainly to additional acceptor traps, arising from misfit dislocations and having energy levels
in the lower half of the band gap.

This work was carried out in a research collaboration between the Physics and Astronomy
Division of the University of Sussex and the Strained Layers Structures Group of the University
of Surrey, and we acknowledge the financial support of the UK Science and Engineering
Research Council.
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ATOMIC ORDERING IN (110)InGaAs AND ITS INFLUENCE
ON ELECTRON MOBILITY

0. UEDA AND Y. NAKATA
Fujitsu Laboratories Ltd., 10-1 Morinosato-Wakamiya, Atsugi 243-01, Japan

ABSTRACT

Atomic ordering in InGaAs grown on (110) InP substrates by molecular beam epitaxy, has been
studied by transmission electron microscopy. In the electron diffraction pattern from the InGaAs,
superstructure spots associated with CuAu-I type ordered structure are found. When the tilting
angle of the substrates increases, the ordering becomes stronger. The ordering is also stronger in
crystals grown on substrates tilted toward the <001> or the <001> direction than those on substrates
tilted toward the <110> direction. From these results, one can conclude that atomic steps on the
growth surface play an important role in the formation of ordered structures. The ordering becomes
stronger when the growth temperature increases in the range 360-4850C. In high resolution images
of the crystal, doubling in periodicity of 220 and 200 lattice fringes is found, which is associated
with CuAu-I type ordered structure. Moreover, anti-phase boundaries are very often observed in the
ordered regions. It is also found that ordering is not perfect, and that ordered regions are plate-like
microdomains lying on planes slightly tilted from the (110) plane. We have fabricated InGaAs/N-
InAlAs heterostructures with a strongly ordered InGaAs channel layer. The measured two-
dimensional electron gas mobilities from these structures are found to be 100,000 cm2/Vs in the
<001> direction and 161,000 cm2/Vs in the <110> direction with a sheet electron concentration (Ns)
of 9.5 x 1011 cm-2 at 6K. The latter mobility is much higher than both calculated alloy scattering
limited mobility and the best experimental results for lattice-matched InGaAs/N-InAlAs systems.
The mobility enhancement in the <110> direction is considered to be achieved by the suppression of
alloy scattering due to the occurrence of ordering in the InGaAs channel layer.

1. Introduction

In most III-V alloy semiconductors, phase separation due to bulk and/or surface spinodal
decomposition [1-3] and atomic ordering on the growth surface [4-14], are major issues for thermal
stability of the crystals. In particular, atomic ordering in alloy semiconductors grown on (001)
substrates has been extensively studied [4-14]. In most cases, the observed ordered structure is of
CuPt type in which sublattice ordering occurs on the (111) planes with doubling in periodicity [4-
12]. It has also been confirmed that ordered (001) InGaP has band gap energies 50-80 meV smaller
than those in non-ordered crystals [6-8], being very consistent with theoretical calculations [151. On
the other hand, as previously reported by Kuan et al. [13,14], a CuAu-I type ordered phase is
present in A1GaAs [13] and InGaAs [14] crystals grown on (110) substrates. However, they have
only shown transmission electron diffraction (TED) patterns corresponding to CuAu-I structure. In
this paper, we describe a more detailed transmission electron microscopic (TEM) study on the
microstructure of ordered InGaAs grown on (110) InP substrates by molecular beam epitaxy (MBE).
We also report a strong enhancement of electron mobility at low temperature due to the ordering.

2. Experimental procedures

Undoped-InGaAs crystals grown on (110) InP substrates by MBE, are examined in this study.
Crystals are grown on (110) just InP substrates, or InP substrates tilted toward the <001>, <001> or
<110> direction, and at 360-450*C. During growth, substrates are rotated so as to achieve good
uniformity in composition, thickness and carrier concentration. V/ll partial pressure ratios are kept
at 400 or 60 (only crystals grown on substrates tilted toward the <001> direction). The epi-layers
are approximately 1.0 tm thick. The lattice-mismatch between the InGaAs layer and the InP
substrate is within ±1 x 10-3. Thin specimens for TEM are prepared by chemical etching for plan-
view observation and by ion milling for cross-sectional observation. TEM observation is carried out
in an ABT (or ISI) ultra-high resolution analytical electron microscope EM-002B operated at 200 kV.
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3. Results and discussion

3.1 Identification of CuAu-I type structures by TED and substrate orientation
dependence of the degree of ordering

Figures 1(a) and 1(b) show TED patterns from a (110) plan-view and a (110) cross-section of
InGaAs crystal grown on a (110) InP subsirate 30 tilted toward the <110> direction. In both
figures, superstructure spots are observed at positions indexed as 001, 110, 110, 112, 112, ...etc.
This particular set of superstructure spots are associated with CuAu-I type ordered structure [1,101.
In this structure, Ga atoms preferentially occupy the (0, 0, 0) and (1/2, 1/2, 0) sites and In atoms
preferentially occupy the (1/2, 0, 1/2) and (0, 1/2, 1/2) sites in each unit cell. Therefore, a
perfectly ordered InGaAs crystal consists of alternating InAs and GaAs monclayers, i.e.,
(InAs)1/(GaAs), monolayer superlattices, when viewed along either the <110> growth direction or
the <001> direction . It should be noted that the superstructure spots shown in Fig. 1(b) are
extremely streaky, and that the streaks are "S"-shaped, slightly tilting from the [1101 direction, which
is also observed in the TED patterns from (110) cross-sections of ordered InGaP (CuPt-type)
crystals grown on (001) GaAs tilted substrates. This may be due to either (1) presence of anti-
phase boundaries in the ordered region or (2) the fact that ordered regions are plate-like
microdomains (see Fig. 5), although computer simulations are required to resolve this issue.

Figures 2(a)-2(c) show TED patterns from plan-views of InGaAs crystals grown on (110) InP
substeates with different tilting angles, 00, 30 and 5*, toward the <001> direction. In crystals grown
c':* a (110) just InP substrate (Fig. 2(a)), the intensity of superstructure spots is very weak,
indicating very weak ordering. However, when a substrate tilted 30 toward the <001> direction is
used, the ordering becomes stronger as shown in Fig. 2(b). Furthermore, the ordering becomes
much stronger in a cryst4l grown on a substrate tilted 5c toward the <001> direction (Fig. 2(c)).
Since tilting of the substrate orientation toward the <001> or the <001> direction introduces periodic
arrays of steps on the substrate surface, one can conclude that atomic steps on the growth surface
play an important role in the formation of the ordered structures. It is also established that the
ordering is stronger in crystals grown on substrates tilted toward the <001> or the <001> direction
than those on substrates tilted toward the <110> direction. This may be explained as follows: when
the (110) surface is tilted toward the <001>, the steps are very straight, giving rise to strong
ordering, but wavy steps with many kinks are formed when the (110) surface is tilted toward the
<110>, rather eliminating the ordering (in the latter case, only kinks can enhance the ordering).

Fig. I A TED pattern from a plan-view and a cross-section of InGa \s crystal grown on a
(110) InP substrate 30 tilted toward the <110> direction (Tg=, 85*C).
(a) (110) planview; (b) (110) cross-section.
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Fig. 2 TED patterns from plan-view of InGaAs layers grown on substrates with different
tilting angles (T-4800C).
(a) (110) just InP substrate; (b) (110) InP substrate tilted30 toward the <001>
direction; (c) (110) InP substrate tilted 50 toward the <001> direction.

3.2 Growth temperature dependence of the degree of ordering

In order to clarify the influence of growth temperature on the generation of ordered structure, we
grew InGaAs crystals on (110) InP substrates 30 tilted toward the <110> direction, at various
temperatures in a range 435-485*C. From TED analysis, it was found that in this temperature range,

the degree of ordering increases with growth temperature. Figures 3(a) and 3(b) show TED patterns
from (110) cros%-sections of InGaAs crystals grown at 4350C and 4851C, respectively. Another

TED analysis has been carried out on crystals grown on substrates tilted towards the <001>
direction. It has also been found that degree of ordering increases with an increase in growth
temperature in the range of 360-450*C. These findings can be explained by the fact that the mobility
of deposited atoms on the growth surface also increases with temperature and that the generation of
ordered structures is thought to be strongly related to the migration and reconstruction of deposited
atoms [4,81.

000i

Fig. 3 TED patterns from (110) cross-sections of InGaAs crystals grown on (110) IiP tilted 30
toward the <1 10> direction at 435 and 4850C.
(a) Tg=435 0C; (b) Tg=485C.
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3.3 Microstructural chargcterization of CuAu-I type structure

High resolution TEM analysis was carried out to evaluate the ordered structure on an atomic scale.
Figure 4 shows a typical high resolution TEM image of ordered InGaAs-grown on-a (110) InP
substrate 30 tilted toward the <001> direction. -Doubling of the 002 (see-arows dunoted by Xi-X3)
and the 220 (see arrows denoted by Yt-Y4) lattice fringesi which-is associated with die CuAu-I type
structure, is observed locally, suggesting-that the crystal-consists of both well brdered and non-
ordered regions. It shouldibe emphasiztd-that-planar defects are often obsered in high resolution
images, e.g., the region denoted by APB, where a phase-shift of the 002 lattice fringes is

Fig. 4 A high resolution TEM image of ordered InGaAs crystal.

observed. These are expected to be anti-phase boundaries as-suggested by Kuan et al. [161. In a
(001) cross-section high resolution TEM image, doubling of both the 220 and the 220 lattice fringes
is observed. From computer simulation of CuAu-I type structure in InGaAs [16], it has been found
that the position of In-As pairs exhibits a brighter spot than that of Ga-As pairs at an optimum focus
condition (Af=-38 nm, thickness=8-25 nm).

Fig. 5 A cross-sectional dark field image of an ordered InGaAs crystal from one of the one of the
superstructure spots.
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In order to clarify the cross-sectional shape of the ordered region, a dark field image was taken
directly from one of the superstructure spots, as shown in Fig. 5. In this image brighter regions are
ordered since the intensity is associated with only the superstructure spot. It is found that the
ordered regions are plate-like micodomains 2-4 nm thick, lying on a plane slightly tilted from the
(110) plane. These results are very consistent with the "streaky" superstruture spots and tilting of
the streaks in the TED pattern. On the basis of these results, it is considered that the generation of
CuAu-I type structure takes place by i) migration of deposited atoms on the growth surface, and ii)
rearrangement of migrating atoms from the step edges over two atomic layers.

3. 4 Enhancement of two-dimensional electron gas mobility in InGaAs/N-InAlAs
heterostructures

In order to investigate the electrical properties of ordered (110) InGaAs, we studied two-dimensional
electron gas (2DEG) mobility inInGaAs/N-InAlAs heterostructures with A strongly ordered InGaAs
layer. We grew selectively doped InGaAs/N-lnAlAs heterostructures on (110) InP substrates 30 and
50 tilted toward the <001> direction. These heterostructures consist of a 600 nm-thick undoped
InAlAs buffer layer, a 600 nm-thick undoped InGaAs channel layer, a 10 nm-thick undoped InAlAs
spacer layer, a 90 nm-thick Si-doped InGaAs cap layer with a carrier concentration of 3 x 1017 cm-3,
and a 10 nm-thick Si-doped InGaAs cap layer with a carrier concentration of 3 x 1017 cm-3. The
2DEG mobility and sheet electron concentration (Ns) are plotted as a function of temperature in Fig.
6. The 2DEG mobility is highly anisotropic: in the <001> direction, the mobility (denoted by closed
squares) saturates at 100,000 cm2/Vs and is comparable to that in the sample grown on a (001)
substrate (see broken line), while in the <110> direction, the mobility (denoted by closed triangles
and closed circles) is much higher than the alloy scattering limited mobility calculated at N, of I x
1012 cm-2 by Takeda [17] (denoted by an arrow), at lower temperatures. The 2DEG mobility in the
<110> direction in a sample grown on 30 tilted substrate reached 161,000 cm2/Vs with Ns of 9.5 x
1011 cm-2 at 6 K (101,000 cm2/Vs with N. of 9.6 x 1011 cm- 2 at 77 K). This is the highest
mobility, to our knowledge, ever reported for lattice-matched InGaAs/N-InAlAs heterostructure
systems. This mobility enhancement in the <T10> direction is considered to be caused by the
suppression of alloy scattering due to the formation of CuAu-I ordering in the InGaAs channel layer.
On the other hand, the 2DEG mobility in the <001> direction compares with that of the non-ordered
sample. The difference in the 2DEG mobility in different directions could be explained as follows:
Since the plate-like ordered and disordered regions are stacked on nearly the 1 10) plane )n the tilted
substrates, stripes of ordered and disordered regions are formed along the <1 10> direction at the2........o, A. nA .5

InGeAs/N-InAiAs
3- tilted on InP (110)

AA 4
5* lilted 0&.

Y. TakWda 3
- R0 P. ol--- T:

0 sem ..,. a(001)

N-

1 10 100 1000
Temperature (K)

Fig. 6 Temperature dependence of the 2DEG mobility and the sheet electron concentration in the
<110> and <001> directions in selectively doped InGaAs/N-InAlAs heterostructures grown
on (110) InP substrate 30 and 50 tilted toward the <001> direction.
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InGaAs side of the hetero-interface where the 2DEG accumulates. Thus, along the <001> direction,
i.e., normal to the stripes, electrons travel across the disordered regions. Along the <110>
direction, i.e., parallel to the stripes, the 2DEG formed in both the ordered and disordered regions
move along the stripes. The electrons in the ordered regions should be unaffected-by alloy scattering
in the disordered regions.

The highest obtained 2DEG mobility in the <1 10> direction, however, is lower than the theoretical
prediction in an alloy-scatter-free (InAs)1 (GaAs)I MSL [17]. One of the reasons for this is that the
InGaAs layers are not completely ordered even in the <110> direction. Moreover, the ordered
regions include many anti-phase boundaries. The 2DEG mobility in the <110> direction could be
improved by reducing the number of such boundaries.

4.Conclusions

We have studied in detail atomic ordering in MBE-grown InGaAs crystals on (110) InP substrates by
TEM. First, the existence of CuAu-I type structure in the crystal was confirmed from TED
analyses. We have found that when the tilting angle of the substrates increases, the ordering
becomes stronger. It is also shqwn that the ordering is stronger in crystals grown on substrates
tilted toward the <001> or <001> direction than those on substrates tilted toward the <110>
direction. From these results, it is concluded that atomic steps on the growth surface play an
important role in the formation of ordered structures. The ordering also becomes stronger when the
growth temperature increases in the range 360-485*C. In high resolution images of the crystal,
doubling in periodicity of 220 and 200 lattice fringes is found, which is associated with CuAu-I type
structure. Moreover, APB's are very often observed in the ordered regions. It is also found that
ordering is not perfect, and that ordered regions are plate-like microdomains lying on planes slightly
tilted from the (110) plane. We have fabricated InGaAs/N-InAlAs heterostructures with a strongly
ordered InGaAs channel layer. The measured 2DEG mobilities from these structures are found to be
100,000 cm2/Vs in the <001> direction and 161,000 cm2/Vs in the <110> direction With a sheet
electron concentration (Ns) of 9.5 x 1011 cm-2 at 6K. The <110> mobility is much higher than both
calculated alloy scattering limited mobility and the best experimental results for lattice-matched
InGaAs/N-InAlAs systems. The mobility enhancement in the <1 10> direction is considered to be
achieved by the suppression of alloy scattering due to the occurrence in the InGaAs channel layer.
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ABSTRACT

We report on the results of an experimental study of the diffusion of boron and
phosphorus in Sio.7Geo.3 alloys for temperatures between 800 and 10500C. When the
dopant concentration is lower than the intrinsic carrier concentration at the diffusion
temperature, the diffusion has a simple Fickian behavior. The corresponding intrinsic
diffusivities have an activation energy of 1.62 eV for P, and 1.79 eV for B. On the other
hand, at high concentration, the diffusion profiles of P are similar to what is observed in
pure Si, with "kink and tail" shapes. The high concentration B profiles are unsymmetrical,
with a pronounced shoulder on the near surface side. These observations suggest that
the diffusion of these dopant atoms in SiGe alloys involves rather complex couplings with
the lattice point defects, as in the case of diffusion in pure Si.

1. Introduction

In the last years a lot of efforts have been made to develop new devices taking
advantages of the heterojunction formed between silicon and silicon-germanium alloys.
This has lead to a strong renewal In studies of the properties of these alloys (s..e, e.g., [1]
for a recent overview). However most of these studies deal with the electrical or optical
properties of the SiGe alloys. Although the fabrication of performing devices would
probably involve doping of the material, there is to our knowledge no data concerning
the diffusivity of impurities in SiGe materials.

In addition to the technological interest reported above, the study of dopant diffusion in
SiGe alloys may also have a more fundamental aspect. Indeed, the basic mechanism of
diffusion of dopant impurities in group IV semiconductors is still controversial. Whereas it
is now widely accepted that diffusion in Ge Is mediated via single vacancies, there is no
consensus yet on the majority point defect responsible for diffusion in Si. Thus it is
possible that the study of dopant diffusion in SiGe alloys could give some useful
informations, and then help to solve the remaining question.

The aim of this work was thus to perform an experimental study of the diffusion of
phosphorus and boron in Sio.7Geo.3, in the 800-10500C temperature range.

2. Experiments

For this study we used commercial, thick (10pm) epitaxial layers of SiGe alloys grown on
(100) Si substrates by chemical vapor deposition. The SiGe layers were p-type doped,
with a boron concentration of the order of 1015 cm-3. The Ge content was measured by
Rutherford Back Scatterinn (RBS). and was found to be 0.30±0.01.
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For thick epitaxial layers, the strain arising from the difference in the lattice parameters is
accommodated by the generation of an interfacial dislocation array. These misfit
dislocations can also Induce some threading dislocations which could extend across the
whole epitaxial layer. These dislocations, acting as alternative paths, could possibly
affect the dopant diffusion behavior In our samples However OLTS measurements
performed on the surface of our epitaxial layers failed to detect any signal which could be
attributed to extended defects, whereas the same measurements made after chemically
etching the top 5 Im reveal the presence of such defects. This indicates that any existing
dislocations are confined in the first micrometers near the epitaxial layer/substrate
interface, and do not extend up to the surface of the samples. We believe thus that our
results are representative of the diffusion behavior in bulk Sio.TGeo.3.

Dopants were introduced into our samples by ion implantation at an energy of 300 keV,
with doses of 3x10 13 and 3x10 15 cm-2 . -in order to minimize channeling effects, the
implantations were performed in a random-like direction, the-wafers-being tilted from the
(100) normal direction. The wafers were then cut in individual samples which were
isothermally annealed in a conventional furnace under pure argon flow. The anneals
were performed between 800 and 1050 0C, for times varying between 30 minutes and 4
hours. The temperature was kept constant at + 10C during the anneals, the absolute
temperature accuracy being of the order of 30C.

The dopant profiles were analyzed by Secondary Ion Mass Spectroscopy (SIMS), with a
CAMECA IMS 4F apparatus. The depth calibration was obtained by measuring the crater
depth at the end of the analysis, and assuming a constant erosion rate. The absolute
concentrations were calculated by comparison between the measured integrated doses
and the implanted ones.

3. Results

We have found that the as-implanted profiles are well described by simple Gaussian
curves. The corresponding parameters (mean projected range and standard deviations)
are given in Table I. The given values are the average between several experimental
profiles.

TABLE I Distribution parameters for ion implanted B and P in Sin al

impurity RL(jM) F (Jn)

Boron 0.730 0.106

Phosphorus 0.378 0.101

In these conditions, the profiles obtained after diffusion for a time t should be also
Gaussian curves, if the diffusivity D is constant. The standard deviation o' measured after
diffusion is linked to the initial value a through the relationship:

,+2D(1)

As illustrated in Fiure I in the case of phosphorus. this simple behavior is obtained for

deX_
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the redistribution profiles corresponding to the lowest implantation dose. For these low
dose implants, the maximum dopant concentrations are lower than the intrinsic carrier
concentration in the whole temperature range 121, and then Equ.(1) allows the
determination of the intrinsic dopant diffusivity in Sioi7Geo.3 simply from the broadening
of the Gaussian profile. It is known that Ion mixing during SIMS analysis induces a
broadening of the measured profiles. However, this winstrumentar broadening can be
described, in first order, as a Gaussian broadening of standard deviation ol, such that the
measured standard deviation am1 is given by:

aL~o~.a ~ (2)

Thus, by making the difference between the standard deviations measured on the as-
implanted and diffused profiles, the of term cancels. The measured profile broadening is
then the actual value of 2Dt.

The corresponding values of the intrinsic P and B diffusivities are plotted in Figure 2Z and
the temperature variations are well described by the Arihenius laws:

P: Di 3.701 0-7 exp(-1 .62&kT) cmn2s- (3a)

B: Di 3.6x0- 7 exp(-1.79ikT) cm2s-1  (3b)

Let us note that, due to the rather limited temperature range investigated, the eor on the
activation energy could be rather lare, probably of the order of a few tenths of eV.

On the other hand the profiles measured for the highest dose are more complicated, as
shown on Figures 3 and 4. In the case of phosphorus, for not too high temperatures, the
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profiles exhibit a "ldnk and tair shape analogous to what is observed in pure silicon
(Fig3b). In the cas of boron, highly unsymmetrical profiles are observed, with the

frainof a pronounced shoulder In the near surface side of t profiles (Fig 4a). At
higher terimares (Fgs&c 4b), the larger dopant e@distributions lead to more regular
profiles. although these profiles con no longer be dos cribed~ by simple Gaussian curves.

4. Discusson

First of all we would like to emphasize that the dffusion anomalies observed at high
dopant concentration are probably not linked to prblms caused by residual ion
implantation related defects. Although such defects can play a role for short time
diffusions. we believe that they are negligible in our cms. Indeed, the melting point of
the Sib 7Geoj3 alloy is abiout 1485 K. to be compared to a value of 1685 K for pure Si.
Then, a scaling with respect with these melting points indicates that the 850-900C
temperature range where we observ the highest profile anomalies in Si.7GeO. 3

coreponds roughly to a 9501000 range in pueSi. At these temperatures it is well
established in the case of Si that the uiffusion enhancement associated with the

annealing of the residual imntW damage are a transient phenomena which has no
efe~ for long tim anneelings (see e.g.. Pef.). 11 is quite reasonable to think that the
same thing is true in the present experiments.

As shown on Figs.3 and 4. the deviations from a simple diffusion behavior are effective
mainly at the lowst tepe --rs. where the difference between the maximumn dopant
concentration and the intrinsic carrier density is the highest. In fact, these observations
are quite analogous to what is obser~ in pure sikicn, where the dopant diffusion

mechaismsinvolve rather complex couplings with the lattice point defects [4). This
remark leads us to the conclusion that dopant diffusion in the Sio7-Geo.3 alloys takes
place by the same basic mechanism as in Si. i.e. via the diffusion of (dopantyvacancy)
and /or (dopantianterstitial) pairs [4). Since nothing is known on the properties of these
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pairs in the SiGe alloys, it was not possible to perform simulations of the high
concentration diffusion profiles.

However a rough estimate of the binding energy of the (dopant,defect) pair which
dominates the diffusion behavior can be obtained from the activation energy of Di.
Indeed, assuming that the dopant atoms diffuse primarily by coupling with one kind of
defect, the activation energy of D1 is, in first order, the difference between the self-
diffusion activation energy and the binding energy of the pair. An estimate of the self-
diffusion activation energy in Sio.7Geo.3 Is given by the results of McVay and DuCharme,
who measured Ge diffusivitles in SiGe alloys as a function of the Ge contents [5]. These
authors found that for Ge contents from 30 to 100 percent, the activation energy is nearly
constant, with a value ., about 3.0 eV. Using this value, and the values found in the
present study for DI of P and B (Equ.3), we found that the (P, defect) pair has a binding
energy of about 1.38 eV, while the (B,defect) pair binding energy is about 1.21 eV. The
same calculation in pure Si, with a self-diffusion activation energy of about 5 eV [6,7],
and an intrinsic activation energy of 3.66 eV for P diffusion, and of 3.60 eV foe B [4], leads
respectively to a value of about 1.34 eV and 1.40 for the (P,defect) and (B,defect)
binding energies in Si. The fact that these values are very similar to the corresponding
values found in the SiGe alloy strengthens the Idea that dopant diffusion takes place by
analogous mechanisms in the two materials.

Before to conclude, we would like to point out another surprising point concerning P and
B diffusion in Si0 .7Ge0 .3, which is the extremely low value of the pre-exponential factor of
the Intrinsic diffusivities (Equ.3). Indeed this value corresponds to a negative entropy of
diffusion of about -9 k. Although the error on the pre-exponential term is probably very
high (and thus the finding of a unique value for 9 and P may be fortuitous), we think that
the negative sign of the entropy is significant . Indeed a positive value would require a
pre-exponential factor above about 5x10-3 cm 2s- 1, I.e. more than four orders of
magnitude higher than our experimental estimation. Such a highly negative entropy of
diffusion is in contrast with what is observed in pure Si [4], and remains to be explained.

5. Conclusion

We have experimentally studied the diffusion of phosphorus and boron in Sio.7Geo. 3 for
temperatures between 800 and 10500C. The diffusion profiles show that, when the
dopant concentration is below the intrinsic carrier concentration at the diffusion
temperature, the diffusion has a simple Fickian behavior. The corresponding Intrinsic
diffusivities have activation energies of 1.62 eV and 1.79 eV for P and B respectively. The
measured pre-exponential factors are surprisingly low, corresponding to diffusion
entropies of about -9 k.

On the other hand, at high concentration, the dopant diffusion profiles exhibits strong
anomalies, more or less similar to what is observed in pure Si. This suggests that the
diffusion mechanisms are analogous in the two materials, involving strong couplings with
the lattice point defects.
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ABSTRACT

Photoluminescence (PL) spectroscopy, electron beam induced current (EBIC) measurements,
transmission electron microscopy (TEM) and defect etching have been used to characterize
dislocations in plastically deformed high purity float zone (FZ) Si, epitaxial stacking faults
(ESF) in Si epilayers grown by low pressure chemical vapour deposition (LPCVD), and ox-
idation induced stacking faults (OISF) in high purity FZ Si. For each case, with very low
levels of transition metal contamination, dislocation related D-band luminescence could not
be detected or was very weak, and no EBIC contrast could be observed. Deliberate con-
tamination with very low levels of Cu, Fe. Ni, Ag or Au gave rise to both intense D-band
luminescence and strong EBIC contrast. Higher levels of contamination eventually quenched
the luminescence but did not affect the EBIC contrast, and at very high levels precipitation
could be observed by TEM. Some preliminary cathodoluminescence (CL) imaging measure-
ments have revealed patterns of slip lines in plastically deformed lightly contaminated FZ Si
similar to those seen in EBIC measurements. We show that the D3 and D4 originate mainly
at the slip lines, wh -eas the D1 and D2 bands are dominant between the slip lines.

1. INTRODUCTION

The origin of the optical and electrical properties of dislocations in Si has been the subject
of many detailed investigations1'2, The optical studies have concentrated on correlating
the observed spectral features with specific dislocation types and then trying to understand
the electronic transitions involved. Numerous other techniques have also been employed to
correlate the observed properties with deep levels. However, the origin of the electronic states
involved is still unclear.

The role of impurities must be seriously considered, especially the transition metals. These
metals are fast diffusers and are known to form deep levels which can readily affect the
electrical and optical properties of Si. They are easily incorporated accidently during sample
preparation or can be already present in the starting material., This makes it difficult to
generate defects under clean conditions unless extreme care is used during sample preparation
in conjunction with sensitive analytical techniques to check the cleaminess. Also the purity
of the starting material must be known to ensure that the bulk impurity levels are as low as
possible. In addition, in order to investigate the effects of the transition metals it is important
to be able to control their deliberate introduction both at low and high levels.

We have recently demonstrated3 that dislocations in material free from transition metal
contamination (< 1011 cm- 3) give no observable D-band luminescence and no EBIC contrast,
whilst after deliberate Cu contamination (;z 10 3cm - ') both appear strongly., This effect
is illustrated in Figure 1. The PL spectrum from a sample plastically deformed at 750 0C
containing a dislocation density of 107cm- 2 shows very weak D-band luminescence (Figure
la). After deliberate contamination with 4 x 1012atoms.cm- 2 and annealing at 900°C for
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Figure 1. Photoluminescence spectra from FZ Si plastically deformed at 7500C, dislocation
density ;z 107 cm- 2, a) before contamination, b) after deliberate Cu contamination ( 4 x
1012atoms.cm 2) and annealing at 9001C for 1 hour.

1 hour the D-bands are now the dominant features in the spectrum (Figure 1b). In this paper,
we report an extension of the initial investigation. Dislocations produced in high purity FZ
Si, epitaxial stacking faults (ESF) and oxidation induced stacking faults (OISF) have been
intentionally contaminated with a range of transition metals (Cu, Ni, Fe, Ag or Au). The
effect of the level of contamination in terms of surface concentration (1011 - i016atoms.cm- 2)
has also been investigated for Cu and Ni.

Further insight into understanding the origins of radiative recombination at dislocations may
be obtained using cathodoluminescence (CL) imaging. The high spatial resolution combined
with the ability to record CL spectra and obtain both panchromatic and monochromatic
images has made it an extremely useful technique for defect studies of compound semicon-
ductors. However, in the past, the application of this technique to Si has been limited due to
the very low luminescence efficiency of silicon and the relatively low sensitivity of detectors.
A preliminary investigation of CL imaging of dislocations in plastically deformed and Cu
contaminated FZ Si is also reported in this paper.

2. EXPERIMENTAL

Deformation-induced dislocations were produced in samples cut from an ingot of ultra high
purity FZ Si, which had a total transition metal content < 1011atoms.cm- 3., The samples
were stressed uniaxially and heated in a stress cell made totally from high purity quartz. A
wide range of epitaxial layers (T=850-11500C, P=40-760 torr and thicknesses -& 1 - 15/Lm)
were grown by low pressure chemical vapour deposition (LPCVD) using a commercial Applied
Materials reactor (AMC7811) at GEC Marconi. For comparison, epitaxial wafers from two
different commercial manufacturers were also analysed. In addition, high purity FZ Si wafers
were given a special surface treatment and then oxidised under clean conditions to produce
OISF's.

For the PL measurements, the samples were immersed in liquid helium at 4.2K and the
luminescence was excited using an Ar+ laser tuned to either 457.9nm or 514.5nm. The
luminescence was analysed using a Nicolet 60SX Fourier transform spectrometer fitted with
a Ge diode detectcr (North Coast). Preferential defect etching was used to determfine the
nature of defects present and their density. The defects were also analysed in more detail
using TEM and EBIC. Atomic absorption (AA) spectroscopy was used to determine the
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transition metal impurity levels in the epitaxial layers; the epitaxial layers were selectively
removed using ultra pure chemical etching solutions and then analysed using a Perkin Elmer
PE3030. Similar experiments were carried out on whole wafers to determine suitable starting
material for producing OISF's. The detection limit for transition metal impurities in the
epitaxial layers was :t 2 x 1013atoms.cm- 3 and zt 1011atoms.cm - 3 in the bulk.

The controlled introduction of the transition metal contaminants onto the sample surface was
carried out by backplating from an appropriate transition metal salt solution. The concen-
tration of the metal ion in solution was measured by AA and the surface contamination level
was checked using total X-ray reflection fluorescence (TXRF). Additional TXRF measure-
nents were carried out to determine the uniformity and reproducibility of the plating process
and checks were also made for cross contamination (detection limit < 1011 atoms.cm- 2 ). The
samples were RCA cleaned prior to contamination and then annealed in RCA cleaned quartz
furnace tubes in flowing nitrogen gas immediately after contamination. Adjacent sections
were RCA cleaned without deliberate contamination and then annealed. Control experi-
ments were also carried out using blank plating solutions.

CL measurements were made at ;10 K using the CL mode of a scanning electron microscope
(SEM) fitted with a specially designed CL monochromator (MonoCL, Oxford Instruments )
directly attached to the SEM. This system uses a retractable parabolic mirror to collect the
light which can then be reflected into a 0.3m grating monochromator or directly onto a Ge
diode detector (North Coast). Spectra were measured using an optical chopper and standard
lock-in techniques. Both panchromatic and monochromatic images were obtained using band
pass filters centered on the D-bands. An integral framestore was used to control the electron
beam and for signal averaging to obtain good quality images. The spatial resolution was
estimated to be z10m for our typical operating conditions4.

3. RESULTS AND DISCUSSION

The plastically deformed high purity FZ Si samples had either very weak or no observable D-
band luminescence and no detectable EBIC contrast., Following light surface contamination
(: 4 x 1012atoms.cm- 2 ) by various metals, the D-band features (D1-D4) were the dominant
luminescence features observed and the dislocations could be detected by EBIC. The positions
of the D-bands remained constant for the different metals.

No D-band luminescence was observed from either the OISF samples or from ESF's in epilay-
ers grown at low temperature (T=8500 C) and low pressures (< 120 torr). However, at both
higher temperature (> 850'C) and higher growth pressures (> 120 torr) weak D-band lumi-
nescence was detected. All the commercially grown epilayers that contained ESF's showed
much stronger D-band (D1 and D2 only ) features. The metal content of all these layers was
determined using AA. On inspection of the AA analysis it was clear when comparing layers
of both similar thickness and ESF density that D-band luminescence was only observed when
there was a relatively high level of transition metals present (> 2 x 10' 3atoms.cm- 3 ). The
total metal content of the commercially grown epilayers was usually at least 2-3 orders of
magnitude higher than that in material grown at GEC Marconi. TEM examination revealed
no unusual features associated with the structure of the ESF's. Also, no evidence was found
for metal precipitation.

A selection of epilayer samples that contained a range ESF densities (104 - 107cm- 2 ) and
showed no D-bands was deliberately contaminated and then annealed. Following deliberate
contamination with either Cu, Fe, Ni, Ag or Au (- 4 x 1 2atoms.cm 2 ) the D-bands (D1
and D2 only) could be clearly observed. Similar results were observed for the OISF's In
addition, deliberate contamination of the epilayer samples that already contained D-band
luminescence produced a dramatic increase in the D-band luminescence intensity. As with
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the deformed FZ material, the positions of the D-band features were approximately constant
for the different metals.

These results are consistent with those we reported previously', and show that transition
metal contamination plays an essential role in both the D-band luminescence and EBIC
contrast.

For both types of stacking fault it was found that as the level of contamination (Cu or Ni)
was further increased (> 4 x 1012 cm- 2 ) the D-band features decreased in intensity until
eventually they could no longer be observed. Figure 2 shows the variation of the intensities
of the D1 and D2 bands as a function of Cu contamination (measured by TXRF) for an
epilayer sample containing 5 x 10cm- 2 ESF's. The D-band peak intensities were normalized
to the phosphorus bound exciton peak arising from intentional doping of the epilayers. These
results show that the level of contamination is also an important parameter in considering
the mechanisms involved in dislocation related luminescence. These results also explain
previous PL investigations on impurity decoration of dislocations 5, ', where transition metal
contamination was found to have no effect; in those investigations much higher levels of
contamination sufficient to quench the D-band luminescence were being used.
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Figure 2. D-band intensity (D1 and D2) as a function of surface Cu contamination (measured
by TXRF) for an epilayer sample containing 5 x 107 cm- 2 ESF's.

Subsequent TEM analysis has revealed that there are two different regimes of decoration
around the stacking fault's. At low levels (< 1015 atoms.cm- 2 ) of contamination there is
no evidence of precipitation found on the stacking faults. As the level of contamination is
increased further metal related precipitates can be observed on the bounding partials in TEM.

EBIC investigations have been carried out on these epitaxial layers and the bulk FZ samples
containing OISF's, before and after contamination'. It was found that EBIC contrast was
observed from all the defects following contamination, whether contaminated on the atomic
scale or by precipitates, whereas the dislocation related luminescence features decreased in
intensity at high contamination levels until they can no longer be observed. However, at
this stage of contamination donor bound exciton luminescence can still be observed from
the epilayer and not all the luminescence has been quenched. We suggest that as the level
of contamination is increased and microprecipitates are formed on the partial dislocations
they absorb the centers responsible for dislocation related radiative recombination. This is
consistent with the conclusions reached in recently reported DLTS measurements on OISF's
deliberately contaminated with Au, Pt, Cu and Ags.
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In order to investigate further the relationship of the D-bands with the dislocation structure
we have carried out some preliminary CL imaging and CL spectroscopy measurements. Figure
3a shows an panchromatic CL image of a plastically deformed FZ Si sample containing
108cm- 2 dislocations, after Cu contamination and annealing. Two intersecting [1101 slip
planes can be seen quite clearly and Figure 3b shows the corresponding EBIC image of the
same sample. CL spectra were recorded on the slip lines ( 30m apart) and in between the
slip lines.

Figure 3. a) Panchromatic CL image, and b) EBIC image of FZ Si plastically deformed at
800 0C and lightly contaminated.

Figure 4a shows the CL spectrum on the slip band, where D3 and D4 are the dominant
features. As one moves away from the slip band D1 and D2 become the dominant features
(Figure 4b). This periodic variation in the spectra was found all over the sample surface
and the same behaviour was observed on other samples containing single slip. These results
suggest that D3 and D4 may be more strongly related with the dislocation core structure than
D1 and D2. However, monochromatic images of the dislocation slip lines could be obtained
using filters to transmit radiation only from Dl or D2. The PL spectrum of this sample is
similar to the spectrum shown in Figure lb in which D1 and D2 are the stronger features.
Further measurements are planned to explore the differences in PL and CL spectra.

ol a .,, b D.,
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Figure 4. CL spectra from FZ Si plastically deformed at 8000C and lightly Cu contaminated
a) on a slip line, b) in between the slip lines.
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These investigations have shown that transition metal contamination plays an important role
in the production of D-band luminescence from plastically deformed Si and from samples
containing ESF's or OISF's. Further experiments will be carried out combining EBIC with

cathodoluminescence imaging to investigate the relationship between specific defect types,
the metal contaminant and the luminescence.
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ABSTRACT

The D-band recombination in silicon is found to be independent of impurities trapped at dislo-
cations. Deliberate contamination of high purity silicon samples, containing dislocations, with
copper or iron results in a drastic decrease of the D-band photoluminescence. After a reduction
of the copper and iron concentration, the D-bands reappear and increase in intensity by two or-
ders of magnitude. The intensities and polarizations of the D-band photoluminescence depend
strongly on the direction of detection and on the structure of the dislocation. We correlate the
DI/D 2-recombination with the stacking fault between two Shockley partial dislocations.

1. Introduction

Silicon samples containing dislocations exhibit a characteristic photoluminescence (PL) spec-
trum at low temperatures. Drozdov et al. labeled the PL-bands DI-D 4 [1]. In samples which
were plastically deformed, bent, or twisted at high temperatures, or in which precipitates are
formed, the D-band PL always shows up at the same energy position: DI: 0.812 eV, D2: 0.875
eV, D3: 0.934 eV, D4: 1.00 eV. The relative and total intensities, however, of the D-band
spectrum depend strongly on the conditions during the generation process of the dislocations.
Extensive studies were performed to determine the nature of the D-band PL. The bands can be
grouped into pairs DI/D 2 and D3/D4, according to their similar optical properties. For details
of the early work on the D-band PL see Ref. [2].

The role of impurities in the generation of the D,-D 4 bands is not understood. Whereas the
dislocation density is not modified by low-temperature annealing after long times, the PL-bands
broaden and decreaie in intensity [3,4]. No direct influence of specific impurities was found in
the D-band spectrum. Doping with oxygen or transition metals (TM), such as Au, produced
a broadening of the D-bands. Higgs et al. [5], however, observed the D-band PL only after
additional TM doping (Cu doping in particular) in their deformed crystals. It was suggested
that the D-band PL is only associated with those dislocations that are decorated with TMs.

In this paper, we examine the origin of the D-band PL: are the D-bands due to recombination
at the dislocation core or due to recombination at impurities bound to dislocations? We use
a clean method to generate the dislocations, and by deliberately doping with different TMs,
we study their influence on the D-band PL. A careful transmission electron microscopy (TEM)
study of the investigated samples reveals the different types of dislocations. We correlate the
well defined spatial properties of the dislocations with the PL intensities and polarizations of
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the D-bands.

2. Experimental

In order to generate dislocations in high-purity float-zone (FZ) silicon wafers, a method was
adopted that is otherwise used for annealing of ion implantation damage or recrystallization
of amorphous materials. Heating with a focussed cw Ar-laser beam (20 W, TEMOO, multi
line mode) melts the surface layer of the silicon wafer. The melted zone was scanned across
the wafer, leading to parallel stripes (separation -, 40 pm) of recrystallized Si with a high
dislocation density (, 5 x 107 cm- 2). The scanning speed was 10 cm/s. Two different wafer
temperatures [room temperature (RT) and 500*C] were used to study diffusion processes during
the generation of the dislocations. Before the laser treatment, the wafers were cleaned by a
standard RCA cleaning procedure [6] to ensure a low TM concentration on the surface [7]. A
wafer holder made out of quartz wab used to avoid direct TM contamination.

After laser recrystallization, the samples were cut and scratched with a rod of high-purity
TM on the back side. Heat treatment was performed in a quartz tube (T = 850*C). A flow of
high purity nitrogen or argon gas was blown across the sample during the heat treament. After
the diffusion process, the samples were quenched in ethylene glycol at RT. With this diffusion
method no unintentional contamination with TMs occurs.

Photoluminescence was excited using the 514 nm line of an Ar laser. The samples were
mounted in a He-bath cryostat. PL signals were analyzed by a 1-m grating monochromatof
and detected with a liquid nitrogen cooled Ge-detector. The signals were processed in standard
lock-in technique. The whole setup was controlled by a desktop computer.

The polarization of the PL light relative to the crystal directions was determined by an
analyzer in front of the entrance slit of the monochromator. A careful calibration of the setup
was necessary to detect small polarization differences.

The cleaning process applied to the laser melted samples is a standard procedure in device
production [8]. Annealing at temperatures between 8000C and 11000C in HCl containing atmo-
spheres results in the formation of TM chlorides which are transported away by the stream of
the HCI atmosphere. To avoid oxidation of the samples, the HCI gas has to be dry and oxygen
free.

Another set of samples was plastically deformed at 8000C along the [213J-axis to create a well
defined dislocation geometry. Only FZ Si (B, P, undoped) was used for deformation to avoid
the creation of dislocations in the strain field around oxygen precipitates. The special stress
geometry is shown in Fig. 2(a). In these samples, most of the dislocations are in the (1!1)-glide
plane (p. Fig. 2(e) gives a TEM micrograph of the (011) plane of these samples which shows
the preferential (1I!1)-glide planes.

3. Influence of transition metals in the D-band recombination

All samples exhibit intense D-band PL after laser melting and subsequent recrystallization.
For direct comparison with the TM diffused samples, other samples were subjected to the same
thermal treatment, but without the TM surface contamination. After Cu diffusion for 5 min
at 8500C, the D-band PL intensity is reduced and disappears for longer diffusion times. The
presence of Cu in the samples is confirmed by the known Cu-related PL at 1.22 pm (1.014
eV) [9]. Iron doping results in the same quenching of the D-band PL. To verify our result, Cu
diffused samples were subjected to annealing in a HC! atmosphere at 8000C. After 90 min,
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FIGURE 1: (a) Photoluminescence spectrum of a laser melted sample of FZ-Si:B (5 x 101"
cm'). (b) The same sample as in (a), but additionally annealed at 800'C for 6 h in Argon. (c)
Same sample as in (a), but additionally annealed at 800*C for 6 h in HCI.

the D2/Dj bands reappeared, whereas the Cu-PL decreased. After 6 h, the D4/D3 bands
reappeared, and the Cu-PL had almost vanished. The reduction in the Cu concentration
supports the efficiency of the employed cleaning process. We applied the heat treatment in a
HCI atmosphere to the laser melted and recrystallized samples in order to generate high purity
samples with dislocations. The PL spectrum of an original laser melted sample is given in:
Fig. 1(a). The intensities of the D-bands of these samples are approximately 5 times larger
compared to the samples which contained a much higher dislocation density after deformation.
For reference a piece of the sample was annealed at 800*C for 6 h in an Ar atmosphere. The
result of the PL measurements is shown in Fig. I (b). An increase of D.- nrd a decrease of Di
by a factor of 5 is detected, whereas D4/D3 almost vanish. We explain this behavior of the

D3/D4 with the passivation of their corresponding centers due to residual Cu. Etch pit analysis

and TEM on this sample gave no evidence of a reductio., in the dislocation density after the _
thermal treatment. After heat treatment of the laser melted sample in HCI for 6h at 8000C,
a drastic increase in the total PL-intensity occurs [Fig. 1(c)]. This behavior is indicative of a
much lower concentration of nonradiative recombination centers. The energy separation of the
D4 and D3 bands is identical to the separation of the BENP and BETr° lines. This suggests that !
D3 is the TO-phonon replica of D4. '

The Dj/D2 bands show an increase in intensity by a factor of 20-I100 in the samples annealed
in HC! gas. The lines have a smaller half width (e.g. 0.9 meV for D2) at low excitation density
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compared to the original laser melted sample. From the energy separation of D, and D2 we
assign D, to the Or phonon replica of D2.

In our doping experiments we find no enhancement of the D-band PL after TM incorporation
into the dislocations; removal of residual TMs from our samples by a heat treatment in a HC1
atmosphere results in a drastic increase of the D, and D2 bands. These results indicate that
Cu and Fe suppress the D-band PL by forming precipitates in the vicinity of dislocations. These
precipitates, mostly detected at kinks and jogs by TEM, are smallest in HCl-treated samples
(< 5 nm). From our experiments, however, we cannot rule out the possibility that single TM
atoms in the dislocation core (e.g. at the kinks) are the origin of the D-band PL. The residual
tiny TM contamination, remaining in the wafer even after the HC treatment, would be enough
to account for such a decoration.

We exclude the possibility that TM-precipitates in the vicinity of dislocations are responsible
for the D-band PL. Our PL experiments are in agreement with a recombin'tion at intrinsic
states of the dislocations, which might be disturbed by individual TM atoms.

4. Orientational dependence of the intensity and polarization of the D-band PL

Samples with a well defined topology of dislocations allow us to correlate the D-bands with
distinct features of the dislocations. Stress along the [2131-axis of a Si-crystal favors single slip
within the (1i1) plane (with Burgers vector =+[01 1]). The geometry of the deformed samples
is given in Fig. 2(a). Fig. 2(b) shows the view on top of the primary glide plane. Practically
all dislocations are in this plane [Fig. 2(e)].

(213) I[0111

[110]
(11 i)l

b)

(011)

1111

(011) 3im

a) C) d) e)

FIGURE 2: (a) Geometry of plastically deformed samples. (b) View onto the primary glide

plane P=(l 11). (c) Projection of the Burgers vectors 61, of the Lomer dislocations in the (211)
plane. (d) Projection of the Burgers vectors 6t, of the Lomer dislocations in the (011) plane.

(e) TEM of the (011) plane, showing the primary glide system (1II).

-I _
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The PL intensity of the different D-bands was detected for propagation of the PL emission
along the 3 orthogonal directions ([0111, [211], [111]), which are correlated with the primary
glide system [Fig. 2(b)]. All D-bands have similar intensities for detection along the [011] and
[21i] direction. But the bands have substantially weaker intensities when detected along the
[111] direction. The D3/D4 bands show roughly twice the intensity for observation along [211)
and [011] compared to the [li] direction. No PL-intensity could be detected for D, and D2

along the [1i1] direction.
The linear polarization of the D-band PL was also measured for the 3 different propagation

directions. Our results confirm in principle the results of Izotov and ShteTnman [10] but are at
variance with data reported by Suezawa et al. [11].

Due to lack of space, we will concentrate here only on the Dj/D 2 bands; a full account of our
results will be published elsewhere. The DI/D 2 bands show a pronounced linear polarization
with the electric field vector 11[11111 if detected along the [011] and [211] propagation direction
of the light. There is almost no intensity emitted along the [111] crystal direction. The PL of
the DI/D 2 bands is simply explained by a dipole transition with 9 oriented perpendicular to
the principle glide system.

By a careful TEM study, we have analyzed the type and geometry of dislocations in our
deformed samples. Table 1 summarizes the results and gives the geometrical properties of the
dislocations. Our results are identical to other studies on samples deformed under the same
conditions [12]. From the table, two possible dislocation candidates can be correlated with the
polarization behavior of the DI/D 2 bands.

Type (Origin) Symbol T" b_ Remarks
90/30(60') dso/po [1101,[104] 1[121],j[i12](Q[0111) highest density
300/30(screw) d 130  [0111 ~[121],1[i121(1[0111) neglectable density

Lomer(60+600 ) dL [1101 1[i10] [i]0J=1[01 l]+ [iOi]
Lomer(60+600) dL [101t 1[101] 1[101J= [110J+ [0i1j

Stacking Fault SF 1=(li1) -[l111(intrinsic) between d9013o

Table 1: Types of dislocations in samples, found in plastically deformed samples (T=8000C,
deformation along the [213J-axis)

The polarization properties of the D1/D2 bands could be correlated with the geometry of the
Lomer dislocations which we find in significant concentrations in our samples. Under the stress
geometry, two different Lomer dislocations are possible, which form by the combination of two
600 dislocations out of different glide systems. If we assume a polarization of the DI/D 2 bands
parallel to the Burgers vector of the two Lomer dislocations, a linear polarization 1 11 [111]
of the DI/D 2 batds is possible under observation in the [2111 direction [Fig. 2(c)] and was
actually detected. However, along the [011) direction we would expect a small tilt (21*) from
the [11j direction [Fig. 2(d)]. We tried to determine the tilt angle very accurately with a
resolution of 0.50 in several different samples. However, we could only detect an angle smaller
than 4, which is due to the inaccuracy of the mounting of the sample in the cryostat. We
therefore have to exclude the Lomer dislocations as possible origin of the DI/D 2 band PL.

The only feature in Table 1 which has a [1111 symmetry is the stacking fault. The Shockley
partial dislocations move at higher temperatures with different velocities, generating in between
them intrinsic stacking faults. In equilibrium the splitting width of the Shockley partials is
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5.8nm 1131. Under the assumption that the dipole transition is perpendicular to the plane of
the stacking fault, we can explain the intensity and polarization behavior of the D,/D32 bands.

S. Summary

Dislocations were generated by laser melting and recrystallization of high purity Si. The PL
intensity of the D-bands is correlated with the Cu contamination of the sample.. High Cu
contaminations passivate the D-band PL, whereas in clean samples the D-band PL is drastically
increased.

The intensities and linear polarizations of the D-bands are detected from different directions
of plastically deformed samples. We could correlate the polarization properties with geometric
features of the dislocations, which we determined by TEM. We propose that the D1/D2 recomn-
bination originates from the intrinsic stacking fault between two Shockley partial dislocations.
The D3/D4 bands show a more complex polarization behavior and cannot be dircztly corre-
lated with the geometry of dislocations in our samples. Further studies have to clarify which
electronic levels of the dislocations are responsible for the D-band PL, and which dislocation
feature gives rise to the D3/D4 bands.

We thank 1.-. Queisser for his steady interest in this work and H. Gottschalk for helpful
discussions. We acknowledge the technical assistance of G. Neumann, A. Heidenreich, W.
Heinz and W. Krause. This work was supported by the Bundesministeriumn ffur Forschung und
Technologie under contract NT 2786.
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ABSTRACT

Photoluminescence (PL) Lpectra of various extended defects in Si
have been studied. A scheme of classification of the PL lines is
proposed according to the squared edge components of the Burgers
vectors. A possibility of passivation of dislocation core by
transition metal impurities is discussed.

1. Introduction

As shown earlier, all the main features of the dislocation-related
PL can be accounted for by assuming it to originate from the
radiative recombination of the electrons and holes bound in the
ld-dislocation bands split off from the bulk band edges by the
strain field. Within this approach, a classification of the
dislocation-related PL lines according to the square modulus of the
Burgers vector has been proposed [1).

In the present work this concept is further developed and used
for the classification of PL spectra, obtained for the first time,
of the main structural defects in silicon such as A, B, C, D
microdefects, various stacking faults (SF) and rod-like defects
(RLD).

The studies of the effect of quenching and annealing on the
spectra suggest a possibility of passivation of dislocation core
states by low concentrations of fast transition metal diffusers (Cu,
Ni, etc.)

2. Electronic structure of dislocations and classification
of spectral lines

Bound electronic states at dislocations can originate from the three
main factors:
- long-range strain fields of dislocations;
- dangling bonds, impurities or defects in dislocation cores;
- impurity clouds and intrinsic point defects in the vicinity of
dislocations.

Long-range strain field is a stable inherent property of the
dislocation which does not depend on the structure of its core and
the degree of decoration by impurities, and is determined by its
topological charge, i.e. the Burgers vector. Therefore the basis of
the dislocation electronic structure consist of the one-dimensional
(ld-) energy bands split off from the edges of the corresponding
bulk bands by the strain field. The dislocation proper can be
considered as an ld-semiconductor with a smaller band gap which is
in contact with the bulk semiconductor.

Dislocation core defects, such as kinks, jogs, dangling bonds
and ilpurities in cores result in an effective doping of the
dislocation ld-semiconductor, i.e. determine in it a Fermi level
position and create carrier concentrations in ld-dislocation bands,
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(mobility, lifetime etc.).
Impurities and defects around a dislocation (Cottrell clouds)

are responsible for the contact-type phenomena between the
id-dislocation and bulk semiconductors and affect such parameters as
the Reed's cylinder radius (width of the space charge region), cross
section of carrier trapping by a dislocation etc.

In principle, different experiments may reveal dislocation
states of all three types. Indeed, ESR permits studying states with
unpaired electron spins localized primarily at dangling bonds, core
defects and impurities, whereas the EDSR technique (2] detects
mobile states with unpaired spins in id-bands.

The Hall effect permits one to determine the Fermi level in a
system made up of a id-dislocation and a bulk semiconductors, and
DLTS - the defect and impurity ionization energies in the
dislocation core and in its vicinity.

PL reveals the states in id-bands, since they possess the
largest trapping cross sections for non-equilibrium carriers.

Thus the PL and EDSR techniques permit one to detect primarily
the intrinsic properties of a dislocation determined by its Burgers
vector, while the ESR, DLTS and Hall effect allow investigation of
its extrinsic properties depending on core defects and doping level.

By scaling Schrodinger's equation, one can readily show that
the carrier binding energy in the strain field of a dislocation
falling off as 1/r should be proportional to the square of the
Burgers vector modulus for a given direction. Calculations [3]
demonstrate that the contribution of the screw component b of the

Burgers vector to the carrier binding energy is about an order of
magnitude smaller than that of the edge component b . Therefore in

C

the first approximation the carrier binding energy for the id-bands, 2 o

is pioportional to b and the position of the dislocation-related PL

lines can be rcughly evaluated by the expression:

hw = E - Ai(be/a)2  (1)

where a is the lattice constant, E is the band gap width, and theg2 2

fitting constant A can be estimated as A = (Eb) 2m/4h 2 [1] where

is an averaged constant of the deformation potential, and m is the
mean effective carrier mass.

Since many structural defects are bounded by dislocations of
different types, eq.(l) permits one also to classify the PL lines of
these defects.

In Table 1 are listed estimated sums of binding energies E of
carriers at dislocations with (110] axes and different Burgers
vectors, as well as the positions of the PL lines found by (1) for
the parameters E = 1170 meV, A = 800 meV. The last column contains

q

the experimental positions of some lines.
Equation (1) does not take into account the dissociation of

dislocations. It is well known, however, that most of the
60°-dislocations in Si dissociate into 900 and 300-partials. Since,
as follows from (1) the bound carrier states at a 90°-partial
dislocation are deeper, it provides the main contribution to the PL.
As for the effect of the strain field of a 300-partial, it may be
considered as a perturbation (4]. Therefore in a crystal containing
dislocations with different widths of SF one observes line series
(5] corresponding to different separations between partials, which
varies discretely with a step equal to the lattice constant of the
SF (4]. Thus according to (1) PL-spectrum of a 600-dislocations with
different degrees of dissociation should extend from the line at
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Table 1

intype b/a (be/a)2 E,meV h,meV ExperimentDislocationtye ba (/) EmV homV xpren

Screw non-split 1/21110] 0 0 - -

300-partial glide 1/6(211] 1/24 30 1140 -

Stair-rod partial 1/6(110] 1/18 45 1125 1030

[113)-defect 1/31001] 1/9 90 1080 903

900-partial glide 1/61112] 1/6 130 1040 1025

Frank partial 1/3[111] 1/3 270 900 870(D2)

600-non-split 1/2[101] 3/8 300 870 -

Lomer-Cottrell 1/2(110] 1/2 400 770 807(D1)

line at 1040 meV corresponding to an isolated 900-partial. It is an
intermediate line D4 (hw = 1000 meV), that corresponds to a
600-dislocation with an equilibrium SF width of 50 A.

3. Photoluminescence spectra of structural defects in silicon

Reliable attribution of the PL lines to the structural defects in Si
is complicated by difficulties in preparing crystals containing only
one particular defect type. Therefore the compiling of an atlas of
structural defect spectral lines requires a systematic study of the
PL spectra of crystals with different defects prepared by different
techniques. The present work is an attempt at such a study.

The PL-spectra and TEM micrographs obtained are given below in
Figs.l,a-k, where the corresponding Burgers vector increases from a
to k. All the spectra were measured using an Ar laser with
A = 0.5145 gm, W = 300 mW, at T = 4.2 K.

Fig.l,c,f shows PL spectra and TEM-micrograph of silicon
crystals prepared by uniaxial two-stage deformation along the (213]
and [111] axes (the first stage r = 1.2 MPa, T = 8000C, e = 0.3%,
second stage: T = 250 MPa for (213], and r = 170 MPa for (111],
T = 420°C, t = 30 min, c z 0%).

In the first case crystal contains perfect Shockley loops and
PL-spectrum consists of series lines corresponding to
non-equilibrium 600-dislocations (5] and weak lines hw = 807 meV
(Dl) and hw = 870 meV (D2) (Fig.l,c). The latter had different
identifications as lines linked with point defects near a
dislocation (5), with oxidation-induced SF (OSF) (6] and with
Lomer-Cottrell dislocations (L-C) (1).

In the second case three glide systems are excited and TEM
picture shows a lot of L-C dislocation (Fig.1,f). The intensity of
Dl line has grown which supports the interpretation of Dl as due to
the L-C dislocations. As for D2, it can be preliminary attributed to
sessile Frank partials which may form in the climb of dissociated
600-dislocations (7], or in condensation cf non-equilibrium
interstitial atoms or vacancies into Frank dislocation loops during
deformation.

Fig.l,e presents spectra and TEM micrographs of Si crystals
prepared by oxidation of plates with "softly" damaged (100) surface
in an oxygen ambient at T = 1050 0C for 10 min. Under these
conditions, the formation of defects of two types was observed in
the crystals, namely, OSFs, lying in (111) planes and bounded by
Frank dislocations with a Burgers vector 1/3 (111], and half loops
extended along the surface and made up of perfect dislocations with
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bounded primarily by L-C dislocations. As seen from the figure, in
this case the spectrum exhibits the principal line Dl and the weak
line D2. Since Dl has already been identified as due to the
Lomer-Cottrell dislocation emission, the line D2 can be attributed
to the emission taking place due to Frank dislocations.

Fig.l,g presents a spectrum and TEM micrograph of an FZ crystal
prepared by the zone stopping technique. This crystal contains only
A-type microdefects which, as seen from TEM contrast, consist mainly
of L-C dislocations. The spectrum has one principal line D1 in
agreement with the above interpretation.

Shown in Figs.l,h-k are PL spectra of crystals with A + B,
B,C,D microdefects respectively. All the spectra reveal primarily a
broad emission band in the region of Dl and D2 which agrees with the
concept of these microdefects as being loops lying in the (ill) and
(110) planes and bounded by Frank or L-C dislocations [8). The width
of these bands depelds apparently on the spread in the dimensions of
these loops (50 + 10 A).

Figs.l,a,b present spectra and TEM micrographs of two crystals
with intrinsic epitaxial SF (ESF) obtained by epitaxial growth of
the damaged surface. The samples differ by impurity concentrations.
As seen from the micrographs, the samples contain mainly complete or
incomplete tetrahedrals. The edges of the complete tetrahedral are
formed by stair-rod dislocations, but the incomplete ones terminate
in sessile Frank partials or Shockley partials [9). Therefore the
broad line in the Fig.l,a at hw = 1030 meV can apparently be
attributed to a stair-rod dislocation decorated by shallow
impurities, and that in the Fig.l,b at hc = 1025 meV, to an isolated
90 Shockley partial.

Fig.l,d shows spectra and TEM micrographs of a crystal
containing rod-like defects (RLD) and dislocation dipoles. Since the
dislocation dipoles consist of non-dissociated 600 dislocations or
L-C dislocations, their emission lines should be close to Dl and the
line hw = 903 meV observed at shorter wavelengths can be reasonably
dttributed to RLDs, which, by Bender [10), are bounded by
dislocations with a Burgers vector 1/3(001].

Thus, all these data provide an atlas of the main extended
structural defects in silicon. As can be seen from Table 1, there is
an approximate correspondence of the line positions to formula (1),
which proves the key role of dislocation strain field in the
luminescence formation.

In conclusion we consider the effect of quenching and annealing
of Si crystals with growth-in dislocations on the spectra of
dislocation-related PL.

Recently Higgs et al (11] revealed that in Si crystals with
undecorated dislocations there is no dislocation-related PL.
Luminescence appeared, however, after light contamination
(0.003 - 0.1 monolayer) of crystals by transition metal impurities
(Cu,Ni,Fe). The positions of the lines are independent of the
impurity type. At the same time larger amounts of transition metal
impurities were found to suppress the dislocation-related PL.

These results can be explained by assuming that small
concentration of transition metal impurities passivate deep
recoirTnation centers in the dislocation core and increase the
carrier lifetime in the ld-bands. When introduced in high
concentrations, however, transition metal impurities result in the
formation of precipitates on dislocations and in a decrease of the
lifetime.

To vary the transition metal concentration in dislocation
cores, we used quenching and annealing of FZ Si crystals

12(N) = 10 cm-) with a low concentration of growth-in dislocations
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D4 and Dl, as well as the weaker D3 and D2.
The quenching was performed by dropping the sample into

silicone oil with T = 20 C, and annealing, by maintaining it for
10 min in argon ambient. The line D4 disappeared at quenching
temperatures T > 4000C, and Dl, at T > 5000C. This can be explained
by the glide of the dissociated 600-dislocations (D4) and the climb
of L-C dislocations (DI) under thermoelastic stress and their escape
from the impurity atmosphere [12].

Under annealing, the intensity of D4 recovered at To = 4500C,
while that of Dl recovered partially at 5000C, with a dramatic
increase at T = 9000C. The recovery of the luminescence of D4 and,
partially, of Dl at T = 450 - 5000C can be attributed to the
passivation of core dislocation states by diffusing transition metal
impurities which are activated at these temperatures [13]. The
dramatic increase of Dl intensity when annealing at T = 9000C can be
accounted for by the growth of sessile L-C dislocation loops (10].

It was also found that the PL did not disappear when the same
crystals contaminated intentionally with copper (10 cm ) were
quenched. Neither did the quenching affect the PL in crystals with
a high dislocation density, Nd > 10 cm- . These facts can be
explained by the impossibility for dislocations to escape from
copper impurities because in the first case the iimpurities are
spread throughout the crystal and in the second case dislccations
become less mobile due to their interaction.

All these data are consistent with our hypothesis of the
passivation of core dislocation states by transition metal
impurities, but of course a more direct evidence, based on the
lifetime measurements is still needed.

The authors are grateful to Prof.H.Alexander and his colleagues
for providing us with samples of deformed Si, as well as to
Drs.O.Aleksandrov and R.Vitman for samples with ESFs and
microdefects.
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ABSTRACT

Microscopic distributions around dislocations of both band-edge emission at 1.09 eV
and deep-level emission at 0.77 eV at room temperature have been observed for the
first time in a Czochralski-grown Si crystal, cooled rapidly by detaching it from the
melt and subsequently annealed at 10000C. The intensity variation reflects the dis-
tribution of vacancies which are frozen-in during rapid cooling and are absorbed by
dislocations. The 0.77 eV band is considered to originate in small oxygen precipi-
tates in the embryonic stage.

1. Introduction

Vacancies and interstitials play a key role in the oxygen precipitation process in
Czochralski(CZ)-grown Si crystals. Despite many efforts to measure them directly,
none has yet been successful. Edge-type dislocations are known to act as both sinks
and sources for the point defects. As a result, anomalous oxygen precipitation oc-
curs in the vicinity of the dislocations after annealing.1 The purpose of this study
was to analyze the behavior of the point defects by photoluminescence (PL) mapping
technique. We have observed for the first time the microscopic distribution around
dislocations of both band-edge and deep-level emissions at room temperature. The
association of the deep-level emission with the point defects is discussed.

2. Experimental

A <100> Si ingot with a diameter of 75 mm was grown by a conventional puller. The
growing ingot was detached from the melt in order to freeze-in point defects. In this
particular ingot, slip dislocations were introduced into the crystal accidentally.
Wafers were sliced from the ingot parallel to the growth direction, and then sub-
jected to isothermal annealing at 10000 C for 15 min - 16 h. For comparison, a float-
zoned (FZ) crystal with dislocations the same order of magnitude as the CZ sample
was prepared. The FZ sample was subjected to the identical isothermal annealing.

The PL spectroscopic analysis and PL intensity mapping were performed by two ap-
paratus. One was used for spectroscopy and macroscopic mapping with a spatial
resolution down to 100 pm.2 The sample was mounted on an XY stage and irradi-
ated with the 488 nm line of an Ar ion laser or the 647 nm line of a Kr ion laser. The
beam diameter and incident power of the lasers was about 100 pm and 1 - 10 mW on
the sample surface, respectively. The PL from the sample was dispersed with a
grating monochromator and detected by a Ge pin diode. The spectral response of
the measurement system was calibrated with blackbody radiation. For low temper-
ature measurements, the sample was mounted in a temperature variable cryostat.

The other apparatus has been newly developed for microscopic mapping and has a
spatial resolution down to 1 pm. The sample was mounted on a rotation, tilt, and
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XYZ-translation stage. The 488 nm line of an Ar ion laser was focused onto the
sample using a near infrared (NIR) objective of magnifications ranging from lOx to
100x. The beam diameter was varied from 1 to 200 pm with an incident power of 1 -
10 mW. The PL from the sample was collected from the front surface using the
same objective. Specific PL bands for intensity mapping were extracted by a combi-
nation of filters. A Ge pin diode or a photomultiplier was used for the PL detection.
The wavelength coverage of the system ranges from 500 to 1800 nm.

The sample was first investigated by the former apparatus, and the area of interest
then studied further by the latter system. The concentration of interstitial oxygen
with its variation across a sample was determined by infrared (IR) absorption spec-
troscopy. The distributions of dislocations and oxygen precipitates were visualized
by X-ray topography.

3. Results

Dislocations introduced into the sample were revealed by X-ray topography. Figure
1 (a) shows the X-ray topograph of the sample after annealing at 10000C for 4 h. The
topograph is just the same as the one taken before the annealing. Straight white
lines are slip dislocations. The contrast changes depending on the measurement
conditions. Detailed PL analysis was made in the area outlined by the square.

(a)
-- Pulling

Direction

10 mm

t (b)

Fig. 1. X-ray topographs

of CZ-Si crystal de-
tached from the melt
and annealed at
1000*C for (a) 4 h andI(b) 16 h. Area outlined
by square is examined

- ' -by PL mapping.
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When the annealing time exceeds 8
h, white contrast with a striation (a) Close to Dislocation

pattern is vaguely visible in the X-ray 1.a6v
topograph. This white contrast be- band

comes intense with increase in the

annealing time and is due to the
oxygen precipitates. This is sup-
ported by the fact that the concentra- 07band
tion of the interstitial oxygen starts to I
decrease after 8 h annealing in the W lox
white contrast region. 1 The X-ray U.
topograph after 16 h annealing is Z

shown in Fig. 1 (b). The sample is 0 (b) Away from Dslocaton
not identical with the one in Fig. 1 75i)
(a), but is sliced from an adjacent a
part of the ingot. The area outlined "

by the square corresponds with that 2.x

outlined in Fig. 1 (a). It should be lOx
noted that the white contrast disap-
pears in the vicinity of dislocations.
Correspondingly, the interstitialoxygen concentration is higher in 800 1000 1200 1400 1600 1800

oxygn cncetraion s hghe inWAVELENGTH (nm)

this region, indicating the retarda-
tion of oxygen precipitation around Fig. 2. PL spectra of CZ-Si sample
dislocations. annealed at 1000°C for 4 h: (a)

PL spectra of the samples were mea- close to dislocation, (b) away from

sured at room temperature. In the dislocation.

as-grown sample only band-edge
emission with a peak at 1.09 eV is observed. A short time anneal at 10000C for less
than 1 h does not induce any substantia! change in the PL spectra. When the an-
nealing time exceeds 4 h, deep-level emission with a peak at 0.77 eV appears besides
the band-edge emission, as shown in Fig. 2. The PL intensities of the two bands
vary depending on the measurement position; close to dislocations or away from
dislocations.

In order to examine the intensity variation in more detail the ?T, intensities of the
two bands were mapped in the outlined area in Fig. 1 (a), as shown in Fig. 3. The
intensity of the 0.77 eV band is reduced along dislocation lines, while that of the 1.09
eV band is raised along these lines. The two PL intensity patterns make a comple-
mentary contrast. A periodic intensity fluctuation is recognized perpendicular to
the growth direction, possibly corresponding to the growth striation. The spatial
resolution of 100 pm in Fig. 3 was not high enough to investigate the intensity varia-
tion in the vicinity of dislocations. We measured microscopic intensity variations
with a resolution of 10 pm in the area outlined by the square in Fig. 3.

Microscopic mappings in Fig. 4 reveal characteristic intensity variations. The in-
tensity of the 0.77 eV band is raised along the dislocation line with a width of about
30 -40 pm. This core region is surrounded by a low.intensity region about 100 pm
wide (denuded zone). The outer background region shows the highest intensity. A
complementary intensity profile is observed for the 1.09 eV band, as shown in Fig. 4
(b). These intensity patterns correspond more to Fig. 1 (b) (after 16 h anneal) than to
Fig. 1 (a) (after 4 h anneal), although the PL mappings are on the same sample as
in Fig. 1 (a).
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The intensity patterns after 16 h annealing look similar to Figs. 3 and 4. The widths
of the core region and the denuded zone are extended to about 50 - 80 im and 200
pm, respectively. In the as-grown sample, the intensity of the 1.09 eV band is de-
creased along dislocation lines with a width of about 20 - 40 pm. The denuded zone
is not formed around dislocations.

For the dislocated FZ sample, only the 1.09 eV band is observed before and after an-
nealing. The intensity variation of this band is the same as for the as-grown CZ
sample, and the intensity is decreased along the dislocation core region. The an-
nealing at 10000C neither changes the intensity pattern of the 1.09 eV band nor in-
duces the 0.77 eV band.

(a) (b) -1mm
Fig. 3. PL mapping of (a) 0.77 eV band and (b) 1.09 eV band in area outlined by

square in Fig. 1 (a) (CZ-Si sample annealed at 10000C for 4 h) with a spatial reso-
lution of 100pm. Whiter contrast indicates higher intensity. Area outlined by
small square is examined by highly resolved PL mapping in Fig. 4.

(a) (b) 1p
Fig. 4. Microscopic PL mapping of (a) 0.77 eV band and (b) 1.09 eV band around dis-

location outlined by square in Fig. 3 (CZ-Si sample annealed at 10000C for 4 h)
with a spatial resolution of 10 pm. Whiter contrast indicates higher intensity.
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Temperature dependence of the 0.77
eV band was investigated as shown .... 0 eV

in Fig. 5. The 0.77 eV band is pri- CZSi 1.eV

marily traceable to the line at 0.813
eV and secondarily to the line at 295K 4W

0.874 eV at liquid helium tempera-
ture. The two lines look similar to
the so-called Dl and D2 lines, respec- R
tively, which are reported to be due to 219K

dislocations.3-6 However, it should 4

be pointed out that the peak position Z,.
of the 0.813 eV line is substantially L I
different from the D1 line (0.808 eV),7  ; 95K

which appears in plastically de- 2 t..6
formed FZ crystals 4 and CZ crystals
involving dislocation loops punched "' 40K

out froni oxygen precipitates.6

S0 813eV

4. Discussion 0.874 Ae
12K087e

An annealing at 10000C for 16 h ix
barely induces oxygen precipitation 8001000 1200 1400 1600 1800
in conventional CZ Si wafers. The WAVELENGTH (nm)

oxygen precipitation in the present
sample is due to the excess vacancies Fig. 5. Temperature dependence of
frozen-in by rapid cooling. 1  The PL spectra of CZ-Si sample an-
presence of vacancies enhances the nealed at 10000C for 4 h.
oxygen precipitation by the reaction:

2Si + 2Oi + vacancy -* SiO2
Because vacancies are absorbed by dislocations, the oxygen precipitation is retarded
in the vicinity of the dislocations.

The 0.77 eV PL band appears after 4 h anneal, and the oxygen precipitates are not
detected by either IR spectroscopy or X-ray topography. The intensity variation of
the 0.77 eV band corresponds to the X-ray topograph after the oxygen precipitation
occurs: the intensity of the band is raised where the oxygen precipitates will arise
after prolonged annealing. The 0.77 eV band does not appear in the as-grown sam-
ple. These results lead us to suggest that the origin of the 0.77 eV band is the initial
stage of oxygen precipitates or the extended form of the nucleation center for the
oxygen precipitation. Possible candidates are small SiO2 precipitates and small ag-
glomerates involving vacancy and oxygen. The participation of oxygen in the 0.77
eV band is decisive, because this band does not appear in the dislocated FZ sample.
The 0.77 eV band is different from the deep level emissions associated with the
thermal donors and the new donors,8 which are also believed to be the early stage of
oxygen precipitates.

The small precipitates or agglomerates are gettered by dislocations through their
strain field, which pushes up the intensity of the 0.77 eV band along the core region
of the dislocations. These small precipitates or agglomerates form deep levels
which act as radiative recombination centers for the 0.77 eV band. The complemen-
tary intensity contrast for the 1.09 eV band is explainable as being due to the con-
sumption of excited carriers at the deep levels.

In the remaining paragraph we will discuss the correlation between the present
0.77 eV band and the dislocation-related DI and D2 lines. The 0.77 eV band is trace-
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able to the lines at 0.813 eV and 0.874 eV at liquid helium temperature. It is clear
that the 0.77 eV band is not directly related to dislocations, because its intensity be-
comes highest away from dislocations (Fig. 3), and because there is a substantial
difference in the peak position between the 0.813 eV line and the D1 line (0.808 eV).
The closeness of the 0.813 eV line to the D1 line and the pairing4 with the 0.874 eV
line or the D2 line, however, suggests some common features between the 0.77 eV
line and the D1 and D2 lines.

It is worthwhile to point out that the association of point defects with the D1 and D2
lines has been suggested previously. Sauer et al. interpreted that the D1 and D2
lines are related to point defects in the strain field of dislocations.4 Higgs et al. re-
ported that the D1 through D4 lines are due to metal atoms or point defect complexes
trapped in the strain fields of dislocations.5 We can rule out the association of metal
atoms in our case: if metal contamination during the annealing had caused the 0.77
eV band, the band would also have appeared in the dislocated FZ sample.

5. Conclusion

The microscopic intensity variation of the deep level emission at 0.77 eV at room
temperature has been observed for the first time in a CZ Si crystal, cooled rapidly by
detaching it from the melt and subsequently annealed at 1000°C. The intensity vari-
ation in the vicinity of dislocations is correlated with the distribution of vacancies
which are frozen-in during the rapid cooling and are absorbed by the dislocations.
Although the 0.77 eV band is traceable to the lines close to the D1 and D2 lines at liq-
uid helium temperature, the band is concluded not to originate in dislocations
themselves. The deep levels responsible for the 0.77 eV band are suggested to be due
to the embryonic stage of oxygen precipitates, possibly small SiO 2 precipitates or
small agglomerates involving oxygen and vacancy.
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The atomic configulations and electronic states of dislocations in
covalent semiconductors are studied using an LCAO (linear combination
of atomic orbitals) recursion electronic thcory. Partiqular attention
will be focused on the determination of band gap states associated
with the dislocation line and point like singularities, "solitons",
in the dislocation core region. using the calculated electronic
states of the dislocations, we discuss the effects of impurity doping
and non-radiative recombination of the injected carriers on the
dislocation motion in the semiconductors.

1. INTRODUCTION

It has been well established that the dislocation mobility in
semiconductors is affected quite significantly by doping of
electrically active impurities [1]. The effect of n-doping is quite
large for Si and Ge, and it increases the dislocation velocity by
reducing the apparent activation energy of dislocation motion. The
behavior of p-doping is anomalous, but for high concentrations of
acceptors, the velocity also increases (decreases) when compared
with intrinsic Si (Ge). On the other hand, dislocation motion in
covalent semiconductors (e.g., GaAs, InP, GaP and Si) is strongly
enhanced by irradiation of electron beam or laser light [2,3]. The
observed excitation enhancement of the dislocation motion can be
interpreted in terms of the reduction in activation energy of non-
radiative recombination of injected carriers at the dislocation core
[4]. In the present study, we focus our attention to the electronic
states associated with dislocations in covalent semiconductors. We
calculate the atomic configurations and local electronic states of
dislocations in Si crystals using the LCAO (linear combination
atomic orbitals) recursion electronic theory [51.
Using the calculated electronic states of the dislocations, we also
discuss the effects of impurity doping and non-radiative
recombination of the injected carriers on the dislocation motion in
the semiconductors. We will show that the point like singularitiesosolitons" exsisting in the reconstructed core are responsible for
the deep levels of the dislocation cores. This conclusion is
identical to that of the earlier work by Heggie and Jones [61 in the
sense that point like irregularities play an important role in the
elemental process of the dislocation motion. However, the present
calculations are in distinction with the previous ones in the
following points: we have found that "solitons" in the reconstructed
dislocation core with very small atomic displacementsA(for details,
see Fig.1) can produce the prominent deep levels in the band gap.
This is in accordance with the recent theoretical speculation by
maeda and Takeuchi [4) on the dislocation mobility and experimental
result on the dislocation core using the high resolution electron
microscopy observations (no evidence of strong core reconstruction)
[7).
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2. PRINCIPLE OF CALCULATIONS

To calculate the i 'configuration of the dislocation core, we
use the LCAO recurs theory and the quenched molecular dynamics
method [8]. We assum -.hat the total energy of the system can be
given by a sum of the band structure energy Eb and the pairwise
repulsive energy Er contributions. The band structure energy Eb can
be calculated from the electronic Green's functions of the continued
fraction form:

Gii(E) = 1/[E - a, - bj/(E - a2 ... bn/(E - an+, -bn+i/E -.J, (1)

where ai and bi are the recursion coefficents and obtained by usual
recursion technique [5].The local density of staes (DOS) pi(E) on
atomic site i can then be calculated from the Green's function
Gii(E) as

lim
pi(E} = -(1/x} s0 IMGii(E i is). (2)

The atomic energy levels and two center hopping integrals are taken
from Ref.9 for the atomic configuration calculation of the
dislocations. This set of transferable TB parameters reproduces well
the equilibrium volumes of close packed structures of Si and is
suitable for extensive molecular dynamics simulations. On the other
hand, the minimal basis sp3s* basis functions proposed by Vogl et
al. [10] are used for the electronic structure calculations of the
dislocations. In this model, the addition of an excited s-like
states, s*, to the usual sp3 minimal basis set has the effect of
reducing the energy of the indirect conduction band minimum by
coupling to the anti-bonding p-like conduction band state. This
model has been applied to interpret successfully data on point
defects, bulk and surface core excitons and semiconductor surface
states [11). The atomic energy levels g5, Ep and Es* are shifted
rigidly so as to ensure the local charge neutrality in the crystal
with dislocations.
To terminate the recursion coefficients, we also use two different
termination schemes: (1) For the atomic configuration calculation of
the dislocation, we use the simple termination scheme proposed by
Beer and Pettifor (12), with the exact recursion coefficients up to
the fouwth level. We use the more elaborate average termination
procedure of Ref. 13 for the electronic structure calculation of the
dislocations: The recursion coefficients are calculated up to 34th
level for the clusters of about 32800 atoms.

Table 1. TB parameters used in the present calculation (eV).

material 3s  Ep go sea spa 5*po ppo PPX

Si -4.2 1.715 6.69 -2.075 2.481 2.327 2.716 -0.715

Ge -5.88 1.61 6.39 -1.695 2.366 2.260 2.853 -0.823

The atomic relaxation calculation is preformed by using the quenched
molecular dynamics method, i.e., by integrating the Newtonian
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equation of motion with the central difference algolithm [ 8 1. We use
the following explicit expressions:

ri(t+At) = 2ri(t) - ri(t-At) + [Fi(t)/m]At 2 + O(At 4 ) , (3)

vi(t) = (I/2)[ri(t+At)-ri(t-At)/At] + 0(At 3 ) , (4)

where r(t), vi(t) are the position and velocity of the atom i at
time t and Pi(t) is the force acting on the atom i at this time.The
minimum energy atomic configuration can be determined by using the
quenching procedure, i.e., the velocity of an atom i is cancelled
when the product Fi(t)vi(t) is negative.

3. RESULTS AND DISCUSSIONS

In a diamond cubic crystal, the important dislocations are the 600,
screw and 900(edge) perfect dislocations. The first one dissociates
into a 300 and 90 0partial dislocations while the others split into
a pair of 30 °and 60°partial dislocations, respectively. All the
partials "re separated by intrinsic stacking faults. The plastic
flow occurs, primarily, through the motion of 30°and 90 glide
partials lying on {11l} planes. These partials, which have line

Fig.1 Atomic configurations

- of reconstructed 300 partial
(a and b) and 900 partial (c
and d) dislocations in a
diamond cubic crystal. a) and
c) [b) and d)] show the re-
constructed structures with
small atomic displacements of
=O.ld0 [large atomic dis-

-"--- placements of A=O.32do]: A
. -4 denotes the magnitude of the

atomic displacement in the
." - direction of the arrow and

is given periodically along
the dislocation line to
produce a reconstructed

b d structure.

,,-,7
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directions along <110> are believed to be reconstructed into a
structure with no dangling bonds. In view of this, we have performed
the elecronic structure calculations for 300 and 900 partial
dislocations. We have found, from the atomistic simulation by the
quenched molecular dynamics method, that the atomic displacements
for the reconstructed cores (with no dangling bond states) A are
rather small and exsistence of fully reconstructed cores are not
realized easily in the diamond cubic crystals; slightly larger
atomic displacements A=0.15d0 (do being the nearest-neighbour
distance of the perfect Si crystal), are obtained for 30°partial
dislocations in Si. This is due to the fact that the energy
reduction due to the reconstruction of the dangling bond states is
not so effectve compared to the increase of the elastic energies
due to the distorted bonds.
Before discussing the electronic states of the dislocations, we
briefly summarize the recent theories of enhanced dislocation
motion.

3a. Elemental Process oi Dislocation Motion

The dislocation motion Yns been discussed in detail by Hirth and
Lothe [14) on the basis 61 the abrupt kink model. The dislocation
velocity is generally wri .-en in two different forms according to
whether the kink-kink collision occurs or not

=12d Jvk (X<<L) , (5-a)

vk

dJL (X>>L) . (5-b)

Here J is the frequency of kink-pair formation per unit length of
the dislocation, vk ir the lateral velocity of a kink along the
Peierls valley, d is the interval of Peierls valleys, X is the mean
free path of migration of a kink, and L is the segment length of a
dislocation. The condition X<<L and X>>- respectively, correspond
to the dislocation motion with and wi .,out kink-kink collisions.
Maeda and Takeuchi [ 1] have derived J directly from a set of rate
equations which represent the equilibrium jump frequency of kinks at
each kink site (0,1,2, ... in Fig.2). The result of J iswrittenas

1 p-I
J = va(bdT/kT)exp[--( I (AEi+-AE(i+l)_) + Ediff}], (6)

kT i =0

where vs is the trial jump frequency of straight-dislocation sites,

E

AEk ,- ,,, ,k.

a ps
site 0 1 p

Fig. 2 Potential barriers for dislocation motion.
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b is the Burgers vector, - is the shear stress component in the
direction of b, and Ediff is the effective activation energy barrier

to diffusive kink migration. In the summation of the above eq. (6), p
is the site number at which the energy of a kink pair assumes the
maximum value, AEi+ and AE(i+I) _ denote the potential barriers to
the processes of site i-+ site (i+1) and site i4-site (i+1),
respectively. on the other hand, the lateral kink velocity vk is
obtained by means of the Einstein relation in diffusive
phenomenon and given in a form of the Ahrenius type, with activation
energy of Ediff. One can then discuss the elementary process of the

dislocation motion by estimating J and vk, i.e., the summation term

and Ediff in eq. (6) taking into account the experimental conditions.

3b. Electronic States and Dislocation Motion

In Fig. 3, we present the calculated local electronic DOS on the atom

(soliton site, marked by A in Fig. ic) in the core of 90 °partial
dislocation in Si, together with s- (3a) and p- (3b) partial DOS.

a)

0.09
E , ....

'sb)
S0.8- px +py p

S n-e

o 04

0.8 c) 8 -4 0 41

total

0.4 '1 - - 4 8 1

E (eV,--

Fig.3 Electronic DOS of atom ("soliton" site) in the core of
900 partial dislocation in Si (dashed curves; perfect lattice).
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One can see in Fig.3 that s- and p- (and 9*) partial DOS are
strongly deformed due to the variation of the atomic configuration
of the dislocation core. In these calculations, it is interesting
that the prominent deep levels of "solitons" (located near the
center of the band gap) appear even for the reconstructed core with
small atomic displacements of A 0.1d0 . This means that there can be
deep centers along the straight dislocation line in much smaller
density than that of the geometrical dangling bonds [15]. (We have
obtained a broadened DOS structure in the band gap for the
unreconstructed core, indicating the dislocation states extend over
the entire gap region.) In particular, the present electronic
structure calculation is important in conjunction with the
discussion of sec.3a: By using eqs.5 and 6 and the experimental
facts that (i) X>>L is realized under usual experimental conditions
and (ii) the pre-exponential factor of the dislocation velocity
expression is propotional to the excitation intensity I, one can
show that the reduction in activation energy AE is simply equal to

AEs (when X<<L, AE=(AEs+AEk)/2), where AEs and AEk are the energies
released upon non-radiative capture of excited carriers at the
straight dislocation site and kink site, respectively. This implies
that even if the enhancement of kink migration occurs, it does not
contribute to the dislocation mobility enhancement. Therefore, the
observed reduction in the activation energy (0.68,vO.82 eV for
intrinsic Si) of the enhanced dislocation motion corresponds to the
deep energy levels associated with the straight dislocation site.
Furthermore, it must be noted that clear evidence of core
reconstruction of the partial dislocations has not been given yet
[7]. Summarizing these theoretical speculations and experimental
observations, we come to the conclusion that the point-like

singularities such as solitons (with small atomic displacement A) or
segregated impurities in the straight dislocation core can produce
the prominent deep levels in the energy band gap.
Finally, we note that the doping effects of the electrically active
impurities on the dislocation motion can also be understood in terms
of the deep levels associated with the straight dislocation sites
relative to the Fermi level.
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SOLID STATE PROCESSES AT THE ATOMIC LEVEL

A. OURMAZD, F.H. BAUMANN, M. BODE, Y. KIM, AND J.A. RENTSCHLER
AT&T Bell Labs, Holmdel, NJ 07733, USA

ABSTRACT

Recent developments in high resolution transmission electron microscopy allow the composition
of materials to be mapped at near-atomic sensitivity and resolution. We describe how such
quantitative chemical mapping techniques can be used to study important solid state processes.
Examples include chemical stability of multilayers, diffusion of native point defects, and
interaction of individual energetic ions with solids.

1. INTRODUCTION

Scientifically, solid state processes are of fundamental interest, because they involve a rich
variety of defect reactions. Technologically, controlling solid-state prcoesses is essential for the
fabrication of new materials and devices. Many solid state processes involve the substitution of
certain atoms on the lattice with other, chemically different species, leaving the structure
essentially unaltered. Microscopic understanding of such phenomena is needed to make contact
with theory, and to achie ,, adequate process control for ultra-large scale integration of
semiconductor devices.

The transmission electron microscope is now routinely used to reveal the atomic-scale structure
of materials. But until recently, it has been ineffective in revealing the atomic details of the
large variety of solid state reactions that involve only compositional changes. This, and the
qualitative nature of TEM analsyis have restricted the role of electron microscopy to the
examination of extended defe-ts, leaving point defects and their reactions inaccessible to direct
microscopic examination.

Chemical lattice imaging [1-3], however, is a TEM based technique capable of revealing changes
in the sample composition with atom-column resolution. The application of recently developed
vector pattern recognition algorithms [4] to chemical lattice images allows the composition of
individual atomic columns to be determined with near-atomic sensitivity; single- and double-
atom substitutions in individual atomic columns of typical semiconductors can be detected at
-l (-60% confidence) and 2c (90% confidence) levels, respectively. "Chemical Mapping" is
thus a quantitative means for studying microscopic changes in the composition of materials at
the atomic level [3].

In this paper, we outline the principle of quantitative chemical mapping, and briefly describe
some of its applications. Examples will include the chemical stability of interfaces, the intrinsic
thermodynamic properties of native point defects, and the fundamentals of ion-solid interactions.
Details can be found in the references provided in the text.
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2. CHEMICAL LATTICE IMAGING

Compositional changes in a material that involve changes in the atomic occupancy of a subset of
lattice sites necessarily cause substantial changes in a set of reflections, that we name chemical.
An example is the (200) reflection ip the zinc blende system; when the primary electron beam
enters the sample along a <100> direction, the (200) reflection occurs only because of chemical
differences in the occupants of the two fcc sublattices. Similar reflections exist in all materials
whose compositional changes involve changes in the occupancy of a subset of lattice sites. At
the simplest level, chemical lattice imaging seeks first to use dynamical interactions to maximize
the intensity of such chemical reflections, and then to use the bandpass characteristics of the
objective lens to enhance their contribution to the image [1-3].

Fig. l(a) is a chemical lattice image of a GaAs layer between its two AIGaAs neighbors. Note
that although the structure of the sample remains zinc-blende throughout, the image changes
strongly on crossing the interface. This is because in a chemical lattice image, the compositional
information in the sample is encoded into the details of the patterns that combine in a mosaic to
form the image. We have developed a pattern recognition approach, which examines each unit
cell of the image, deduces its composition by comparing it with a model (template) image, and
yields a confidence level for this determination [4). In semiconductorp, it is thus possible to

detect single- and double-atom substitutions in individual atomic columns of materials with
-60% and - 90% confidence, respectively. Fig. l(b) is a quantitative chemical map, obtained by

pattern recognition analysis of the chemical lattice image shown in Fig. l(a). In Fig. l(b) the
height represents the composition, and the colors provide statistical information, with color
changes corresponding to compositional changes with an error probability of less than 3 parts in
I03.,

3. CHEMICAL STABILITY OF INTERFACES

The mechanical stability of strained interfaces has received extensive attention. However, even
interfaces between materials with no lattice parameter difference are far from equilibrium. On
crossing a modem GaAs/A1GaAs interface, for example, the Al concentration changes by several
orders of magnitude in a few lattice spacings. As originally pointed out by Cahn [51, such
systems relax by interdiffusion, which can take novel pathways. it is thus scientifically
worthwhile, and technologically important to investigate the stability of interfaces against
interdiffusion. In most semiconductors, the modest diffusivities of point defects limit substantial
relaxation at room temperature. However, an interface can relax during thermal annealing, in-
diffusion of dopants, or ion-implantation.

Given chemical maps of the type shown in Fig. 1(b), it is straightforward to make accurate
measurements of the interdiffusion coefficient at single interfaces as follows [6,71. The
composition profile across a given interface is measured in two pieces of the same sample, one
of which has been annealed in bulk form. An example is shown in Fig. 2, where composition
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Fig. 1 (a) Chemical lattice image of a GaAs quantum well between two AIo.4Gao.6As
barriers. (b) three-dimensional representation of a quantitative chemical map
obtained by vector pattern recognition analysis of the chemical lattice image shown
in (a). Height represents the local composition, and color changes represent three
standard deviation changes in the signal, i.e. changes in composition with an error
probability of less than 3 parts in 103.
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profiles for two !n.All-As strained layers, imbedded in an Ino.52Alo4 sAs matrix are shown
before and after annealing. Note that each measurement gives the composition of an individual
atomic plane [8]. Starting with the initial profile and using the diffusion coefficient D as free
parameter, we solve the diffusion equation to fit the final (annealed) profile, thus deducing D as a
function of temperature and interface depth [6-9]. In this way, interdiffusion coefficients as
small as 10-21 cm 21s can be measured, sampling volumes as small as 10- 19cm 3 in volume,
Below, we describe two examples, where this capability reveals new fundamental phenomena,
even in well-studied systems.

3.1. INTERDIFFUSION DUE TO THERMAL ANNEALING

Fig. 3 is an Arrhenius plot of the interdiffusion coefficient D vs 1kT for C-doped
GaAs/Al 04 Ga0.6As interfaces at three different depths beneath the surface [9]. Each
measurement is made in a region -10-1Scm - 3 in volume. Remarkably, the magnitude of the
interdiffusion coefficient, as well as the activation energy for intermixing change strongly with
depth. Since this behavior is also observed in other semiconducting systems [6], we conclude
that the depth-dependence of the interdiffusion coefficient is a general effect.

We have established that the depth dependence of the interdiffusion coefficient is related to the
injection of point defects from the sample surface. In particular, interdiffusion in
semiconducting systems is assisted by the presence of native point defects (interstitials and
vacancies), whose concentration is often negligible in as-grown samples. For interdiffusion to
occur, such native defects must be injectd from the sample surface during the anneal. The
interdiffusion coefficient is a sensitive function of the concentration of these defects at the
particular interface studied, and thus can be used to investigate the microscopics of native point
defect diffusion in multilayered systems. Indeed, it is thus possible to measure the formation
energy and migration energy of a given native defect (interstitial or vacancy) as a function of its
charge state (10].

Returning to interdiffusion, two important points emerge. First that the interdiffusion coefficient
varies strongly with depth. Thus a measurement of this parameter is meaningful only if it refers
to a single interface at a known depth. Second, it follows that the interface stability is also
depth-dependent. Thus the layer depth must be regarded as an important design parameter in the
fabrication of modem devices. This effect assumes additional importance when interdiffusion is
also concentration dependent, leading to strong intermixing at very low temperatures [11.

3.2. ION IMPLANTATION

Intermixing at an interface can be caused by the passage of (low energy) native point defects, or
(high energy) ions implanted into the sample. This suggests using interfacial intermixing as a
means of study the interaction of high energy ions with a solid [12,13]. We now describe
experiments that reveal the microscopics of the way individual 320 keV Ga + ions interact with a
GaAs/AlAs multilayer held at 77 K during implantation.
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Fig. 2 Indium concentration profile across two JnAl1 .As layers embedded in an

Jn.52Al.4gAs matrix, before and after annealing. Each point gives the composition
of a 0. 15 Am segment of an individual atomic plane. Error bars are plotted, but are
often too small to be seen. Note highly nonlinear nature of the interdiffusion [8].
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Fig. 3 Arrhenius plot of the interdillusion coefficient at C:GaAs/AIGaAs interfaces at
three different depths.
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Fig. 4 is a chemical lattice image of one period of the as-grown AlAs/GaAs multilayer, together
with composition profiles for each interface. The GaAs layer is situated 1400 A beneath the

surface and is thus close to the depth where the maximum damage during subsequent
implantation is expected to occur. The growth direction is from bottom to top, the implantation
direction from top to bottom. Each point on the profiles of Fig. 4 represents the average
composition of a l.gm segment of a given atomic plane before implantation. Both top and
bottom interfaces display excellent lateral uniformity, and can be characterized by similar
characteristic widths.

After implantation to a dose of 5xl0 t2cm-2, chemical analysis of individual interfaces located at

depths between 1000 A and 1700 A beneath the surface reveals significant intermixing across the
top interfaces, although (on average) only one Ga+ ion has passed through each 2000 A2 of the
specimen. As shown in Fig. 5, the intermixing is not uniform along the top interfaces, but shows
large fluctuations on the 50 lateral scale. Kinematic implantation simulations using the TRIM
program [141 show, that under our experimental conditions, a single implanted Ga + ion creates a
damage track -50 wide. This suggests that the observed fluctuations in the degree of
intermixing along the interface are due to the passage of one or a few ions through each segment.

Using a statistical approach to the analysis of such data, we have deduced the microscopic
damage signature created by a single ion as it passes through an interface [13]. At a dose of
5x10 12 ions per cm 2, the damage signature consists of a core - 15 in diameter, within which the
interfacial composition width is increased from its initial value of 2.7 to -20. This is

substantially larger than expected from kinematic (TRIM) simulations (- 5 A). Our approach
also allows us to determine the damage signature caused by the successive passage of n ions
(n=1,2,3,...), and thus to identify how many ions have pierced a given segment of the interface.

We have thus obtained images which are microscopic records of the passage of ions through an
interface [ 131.

Remarkably, there are major differences between the behavior of adjacent interfaces [12,131.

Fig. 6 shows neighboring top (AlAs on GaAs) and bottom (GaAs on AlAs) interfaces after
implantation to a dose of 5x1012 ions lcm 2. The composition profiles (Fig. 6) and interface
width histograms [13J extracted from such images clearly establish that the top interface is

substantially broadened by implantation, but the bottom interface is left practically unaltered.
Implanting 320 keV Ga* ions into our 2000 A thick multilayer is roughly analogous to firing a
bullet through a telephone book. We find that only every other sheet has developed a hole! This
remarkable effect, totally unexpected on kinematic grounds, is due to, and can be controlled by
means of an electric field. During implantation (at 77K) of the sample we have so far
considered, the Fermi level is most likely pinned at midgap at the surface, and close to the
valence band at 3000 A from the surface, placing the multilayer in an electric field. We find that

the large intermixing asymmetry observed at the top and bottom interfaces is due to the drift of
the implantation damage in the electric field to the (AlAs on GaAs) interfaces, where it is
trapped 1131. As described by Tersoff 1151, this trapping is due to the discontinuities in the
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Fig. 4 Chemical lattice image of an AlAs/GaAs/ALAS period. together with composition
profiles for the two AL~s/GaAs interfaces. Each data point represents the
composition of a 1pum segment of an atomic plane parallel to the interface.
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bandstructure and the formation enthalpies of the defects involved. Experimental proof of

influence of the electric field rests on our ability to reverse the asymmetry of the intermixing
between the top and bottom interfaces by reversing the electric field 1131. We achieve the field
reversal by embedding "intrinsic" multilayers in p-i-n and n-i-p structures, and observe a strong
reversal in the intermixing asymmetry between the top and bottom interfaces. This firmly
establishes the strong influence of the electric field in determining the location of the defect
agglomerates responsible for the intermixing, and offers the tantalizing prospect of steering
defects in solids by means of electric fields.

4. SUMMARY AND CONCLUSIONS

It is now possible to map the composition of materials at near-atomic sensitivity and resolution.
This provides immediate access to a wide range of solid-state processes, that involve atomic

substitutions on the lattice, but leave the structure essentially unaltered. 1he ability to nasure
interdiffusion coefficients as small at l0-22cm 21s in regions as small as 10-19cm3 in volume,
reveals a host of unexpected phenomena. Examples include highly nonlinear intendiffusion
16,8], the dominant effect of the surface in determining layer and device stability [6.111, and
exotic forms of chemical relaxation in strained solids [8]. Equally important, chemical mapping
techniques allow one to repeat the early experiments of high energy physics in the solid state.

Just as a stack of photographic emulsion layers can be used to track the passage of cosmic
radiation, the intermixing at a series of chemical interfaces (such as GaAs/AIAs) can be used to
record the arrival and passage of point defects, be they high energy implanted ions 1131, or low

energy native point defects injected during an anneal [6,7,10). The sensitivity of chemical
mapping allows one to study such processes long before steady-state has been reached, providing
access to hitherto unexplored regimes. Finally. it is now possible to use multilayers as
microscopic laboratories, in which selected defects may be trapped and interrogated [10].
Indeed, the combination of "designer multilayers" grown by modem epitaxy and quantitative
chemical microscopy has already led to the realization of a number of hitherto (3edanken

experiments.
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THEORY OF Zn-ENHANCED DISORDERING IN
GaAs/AlAs SUPERLATTICES
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Abstract

We use the Car-Parrinello method to study the Zn-enhanced interdiffusion problem in
GaAs/AlAs superlattices. The energetics of several mechanisms for the diffusion of Zn
impurity have been examined. It is found that a pair consisting of a substitutional Zn
acceptor and an interstitial group III atom has a substantially lower formation energy
than an isolated interstitial. The low formation energy of this pair results in the intersti-
tial kick-out mechanism having a much lower activation energy than the ones involving
vacancies or the dissociative (Frank-Tumbull or Longini) mechanism. The lowest en-
ergy path for the interchange of group III atoms involves a kick-out of Zn by a group
III interstitial, followed by a fast Zn interstitial diffusion and a subsequent ejection of
another group III atom into the interstitial channel. The activation energies for these
processes, determined by following the kick-out trajectories and including a full relax-
ation of all the atoms, are in good agreement with the experimental data.

Introduction

Experimental studies on Zn diffusion in a GaAs/AlAs superlattice revealed a remarkable
fact: that the layer structure becomes disordered during Zn diffusio. at a much lower
annealing temperature (-500-600 °C) than without Zn (-900 °C) [I]. The interdiffu-
sion between the group III elements is thus enhanced by several orders of magnitude
by Zn diffusion. Furthermore, disordering occurs only in those regions of the material
where Zn is present. This phenomenon has potential applications in opto-electronic de-
vices such as solid state lasers and optical waveguides Although similar impurity-in-
duced layer disordering has later been found in other III-V superlattices or through
doping with other elements [2-7], Zn-enhanced interdiffusion in GaAs/AlAs has been
most extensively studied.

Several models have been proposed to explain the Zn-enhanced interdiffusion in
GaAs/AlAs superlattices. Since the intermixing is caused by Zn diffusion, the discus-
sion focused on this aspect, In the dissociative (also called Frank-Turnbull 181 or
Longini [9]) mechanism, an interstitial Zn-vacancy pair is formed and Zn diffuses
rapidly as an interstitial but slowly as a substitutional atom. The left-behind vacancy
can accommodate a neighboring group III atom and hence contributes to the movement
of Ga and Al atoms [1]. Other vacancy-based mechanisms assume that a substitutional
Zn and a nearest neighbor vacancy form a pair which migrates through a series of near-
est or se .ond nearest neighbor hops [10, 11]. Another mechanism, which was called a
"kick-out" mechanism, was proposed by Gdsele and Morehead 112]., In th1z mecha-
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nism, an interstitial Zn joins the group III sublattice by pushing the host atom away and
creating a group III interstitial., Tan and Gtisele further suggested that Fermi-level
lowering due to p-type doping enhances the interdiffusion 131.

The recent progress in the methods of computational physics [14] allows us to calculate
total energies of large systems and to simulate the essential aspects of these processes
from the first principles. In the present work, we use the Car-Parrinello method to
study the energetics of interdiffusion. We focus mainly on GaAs because the diffusion
of Zn in GaAs is substantially slower than in AlxGal-xAs [15]. By comparing the acti-
vation energies for the various mechanisms, we search for the lowest energy diffusion
path for Zn and the exchange path for Ga and Al atoms.,

Calculations

The calculations are performed using the Car-Parrinello (CP) method [16]. The elec-
trons are described by the density-functional theory [17], the local-density approxima-
tion for exchange and correlation [18, 19], and norm-conserving pseudopotentials
[20]. The supercell size corresponds to 64 host atoms. The electronic wavefunctions
are expanded in plane waves with the kinetic energy cutoff of 14 Ry. The pseudopo-
tentials used for all the atoms except Zn were given by Bachelet, Hamann and Schltter
[21] and refitted by Gonze, Kdckell and Scheffler [22] to eliminate a Ga 'ghost' state.
For Zn, a soft core pseudopotential, which includes the 3d electrons in the core, was
constructed using Hamann's program [23]. Before being applied to the diffusion
problem, the potentials were tested in perfect bulk GaAs, ZnTe, and ZnSe calculations.
For GaAs, the experimental lattice constant and the bulk modulus was reproduced
within 1.3 and 12% respectively., As usual in the local density theory, the computed
cohesive energy was 9% greater than the experimental value. For ZnSe (ZnTe) the lat-
tice constant, the bulk modulus, and the cohesive energy differed by 1.6, -48, and -4%
(0.9, -42, and -5%) from the experimental values. The discrepancies here are due to the
freezing of Zn 3d electrons (see [24]). They probably lead to slight underestimates in
the calculated diffusion barriers for Zn.,

A remarkable advantage of the CP method is that it can treat the motior of atoms and
electrons simultaneously. The Newton equations of motion for atoms are solved using
forces derived from the local density equations. All the atoms in the supercell are fully
relaxed in the presence of a defect. An ab-initio Molecular Dynamics (MD) simulation
is possible for some dynamical processes. However, due to the large activation ener-
gies for Zn diffusion and cation exchange, a direct ab-initio MD simulation is unafford-
able at present. Hence we investigate individual mechanisms through total energy
calculations and search for saddle points using adiabatic trajectories (see below).

Under equilibrium conditions, the diffusion coefficient of an atom, D, can be written as
D=D0 exp(-Ea/kBT) (1)

where Do is the pre-exponential factor including the entropy contribution, kB is
Boltzmann constant, and Ea is the activation energy for the diffusion. The activation
energy is the sum of the formation and migration energies of the defect. The formation
energies are derived from total energy calculations for the supercel. For impurities, we
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Table 1, The formation energies for neutral Td symmetry native point defects for per-
fectly stoichiometric GaAs.

VGa 'VAs AGa GaAs ASTGa ASTAs GaTGa GaTAs

[eV] 4.0 3.9 1.7 2.0 3.6 4.1 1.5 1.3

quote formation energies with respect to a crystal in contact with a bulk impurity reser-
voir. The migration energies are extracted from total energy differences between the
saddle points and the initial states.

A saddle point can often be located by examining the symmetry of a Potential Energy
(PE) surface. However, when the PE is not symmetric, such as in the kick-out pro-
cesses we investigate, the location of the saddle point is unknown., A point by point
calculation of PE along the trajectory becomes costly., As an alternative, we propose a
new, much more efficient procedure to determine the migration barrier, which we call
an "adiabatic trajectory" simulation. The main idea is that a constant small speed is as-
signed to the diffusing atom while the remaining atoms continuously relax in response
to its motion. As in a real CP simulation, the system moves along the lowest energy
p1orn-Oppenheimer surface [16]. In cases where level crossing occurs, we use the fi-
nite temperature CP formalism [25] for stability. During the simulation, the velocities
of the remaining atoms are decomposed according to the direction of the forces acting
on them. The perpendicular components are set to zero and the parallel component is
reduced by a constant factor if it is antiparallel to the force. This procedure removes the
excess energy introduced by the constant speed motion of the diffusing atom and leads
to a faster relaxation of the whole system. We estimate that it is four times faster than a
point by point calculation. In the cases studied below, we move the diffusing atom with
a speed corresponding to the mean speed at room temperature.

Results and Discussion

At first, we calculated the formation energies for all eight possible native point defects
with Td symmetry in GaAs. They are: two vacancies VGa and VAs, two antisites AsGa
and GaAs, and four tetrahedral interstitials ASTGa, ASTAs, GaTGa, and GaTAs, where
the subscripts indicate the nearest neighbor atoms. The energy gain upon relaxation of
?11 the atoms ranges from 0.05 eV (VGa) to 0.6 eV (ASTAs). The nearest-neighbor re-

laxation is not always dominant. For example, the relaxation distances from GaTGa to
its first and second neighbors are 0.09 A and 0.01 A, respectively, but 0.03 A and
0.07 A for GaTAs., The formation energies are given in Table I. The Ga interstitial

(Gai) has the lowest formation energy and is thus the preferred point defect in stoi-

chiometric GaAs. In p-type GaAs it exists as Gal+, The table shows also that in As-rich

GaAs the lowest energy stoichiometry-compensating defect is ASGa, which is the main

component of the EL2 defect [26, 271.

Turning to Zn, it is a well-known Ga-site substitutional acceptor. We obtain 0.86 for
the formation energy for Zn0 in GaAs. The Zn diiiusior mechanism is still disputed
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although a substitutional-interstitial path is generally accepted. Two mechanisms were
proposed based on this path [9, 12]., Both of them claimed a good fit to the experimen-
tal diffusion profiles [28, 29). The dissociative model [9) suggests that when GaAs is
heavily doped with Zn, a small portion of Zn could become interstitial and rapidly dif-
fuse through the process

ZnGa " Znl+VGa. (2)
The kick-out mechanism [ 12] involves a kick-out by an interstitial group III atom of a
substitutional Zn to an interstitial site

ZnGa+GaI " Zn., (3)
We calculated the total energies of the system along the path of eq. (2) and obtained an
energy barrier of 3.6 eV. For the ZnGa-GaTAs pair, we found that if GaAs is in contact
with a Ga reservoir, its formation energy is only 0.2 eV greater than that of an isolated
ZnGa. The reason for the low formation energy is Coulombic attraction, since it can be
thought of as Zn-Ga-Ga+TAs., This pair introduced no defect states in the forbidden gap
in our calculations.

An adiabatic trajectory simulation was carried out to determine the PE along the <100>
GaTAs kicking trajectory, since the saddle point can not be determined by symmetry in
this case. The PE along the trajectory is shown in Fig. 1. A barrier of 1.8 eV is ob-
tained. When Zn becomes an interstitial, it can move very fast along the low electron
density channel with a migration energy of 0.2 eV and then kick-in into another substi-
tutional site., Assuming that the ZnGa-GaTAs pair migrates in the neutral charge state,
the activation energy for this process is 2.0 eV.

Another less obvious kick-out process is also possible [30]. In this <111> kick-out, a
GaTGa interstitial pushes a nearest neighbor ZnGa along the <111> direction onto an As
site. The As atom moves into the interstitial channel and then comes around and pushes
Zn along the <11-1> direction onto another Ga site. The last push regenerates the Ga
interstitial. The process can ther repeat itself., The resulting picture is Zn diffusing

2.0

1.5

1.0 -I-
4., .barier

0.5 I

0.0
Ga + Zn Ga + Zn

TAs Ga Ga TAs

Fig.1 The potential energy surface along the <100> kick-out trajectory.
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along the bonding chain in the (110) plane. The migration barrier for this process is 1.9
eV, with the saddle point occurring when Asi is near tae symmetric hexagonal site. The
activation energy, which includes the formation energy of the pair, is 2.1 eV

We have also examined two vacancy mechanisms [10, 11 ]. Both of them start with a
ZnGa-VAs pair and involve nearest-neighbor or second-nearest-neighbor jumps. We
omit the detailed description of the processes here and just mention that the activation
energies are 3.6 eV for Shaw's model [10] and 5.5 eV for Van Vechten's model [I I l.

After comparing all the activation energies, we conclude that the kick-out mechanism is
the lowest energy one for Zn diffusion in GaAs. In the <100> kick-out, Zn interstitial
can move in the interstitial channel with a barrier of only 0.2 eV, while in the case of
the <111> kick-out each migration step has to overcome a barrier of 1.9 eV. Therefore,
the dominant process is the <100> kick-out. Its activation energy of - 2.0 eV is in
good agreement with the earlier experimental results of 2.5 eV [31] and 2.1-3.1 eV
[32]. Although the Zn diffusion in G,-xAs is likely to be the rate-determining step, simi-
lar calculations were also done in AIA. The formation energy of the ZnA1 - AITAS pair
in AlAs is 0.4 eV. For the <100> kick-out the migration energy is 1.2 eV, resulting in
an activation energy of 1.6 eV. In the <111> kick-out the migration energy is 2.0 eV,
leading to an activation energy of 2.4 eV. The <100> kick-out dominates thus in AlAs
as well. The lower barrier for Zn diffusion in AlAs is in agreement with experimental
data, which show a faster diffusion of Zn in AlxGa I-.As than in pure GaAs [15].

After determining the lowest energy path for Zn diffusion, we can discuss the role of
Zn in enhancing the interdiffusion. It appears that the principal role of Zn is to supply
cation interstitials through the formation of ZnIlI - 111 pairs. The breakage of the pair
provides positively charged cation interstitials which disorder the lattice. If Zn atoms
are injected at the GaAs surface as interstitials, they diffuse fast with an activation en-
ergy of only 0.2 eV and thus penetrate deep into the sample. Along the diffusion path
Zn atoms become substitutional and form either ZnGa-GaTAs or ZnAl - AlTAs pairs with
formation energies in the pure materials of 0.2 or 0.4 eV, respectively. Our computed
pair breakage energies in the 64-atom supercell are - 0.5 eV. We also carried out adia-
batic trajectory simulations for the <100> kick-out of Ga and and Al by the positively
charged cations:

All + + GaGa " Gal+ + AlGa in GaAs (4)
Gal+ + AIAI <-4 All + + GaAI. in AlAs (5)

The migration barriers for these processes are 1.6 and 1.1 eV, respectively. Assuming
that Zn has already diffused in and the pairs have formed, these are also the activation
energies for interdiffusion in the pure materials. They will vary somewhat during in-
terdiffusion, since they should depend on the composition of the alloy (cf, eq. 4-5)..
Experimentally, Lee and Laidig [321 observe an average activation energy for interdif-
fusion of - I eV in GaAs/AlAs superlattices after the indiffusion of Zn.
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ABSTRACT

We have observed photocarrier trapping at defects within the quantum
barriers of implant-damaged GaAs/AIGaAs multiple quantum well
samples. Internal space-charge electric fields are generated by
illuminating the samples with two coherent pump laser beams that
generate photorefractive gratings. The gratings diffract a probe laser,
giving a sensitive means to monitor trapped space-charge. Photocarriers
generated in multiple quantum well structures experience spatially
different dynamics, depending on whether they are in the well regions or
the barrier regions. Selective choice of bandgaps and optical excitation
wavelengths control where and how photocarriers trap at defects. Using
this method, we are able to isolate effects from defects within quantum
barriers.

1. Introduction

Deep level defects have strongly localized wavefunctions that extend
over only several Angstroms. These point defects therefore are not
strongly perturbed by band-edge discontinuities in quantum-well and
multilayer structures. A given defect is relatively invariant to spatial
changes in bandstructure, hi.ving the same properties within quantum well
regions as in quantum barriers. On the other hand, little information is
currently available about the identities of defects in one layer relative to
another. Furthermore, the roles that defects play in carrier dynamics, such
as transport or recombination, vary markedly depending on where the
defects are situated.

We are able to directly observe the space-charge fields generated by
photocarriers trapped at defects in quantum barriers. The effects of the
defects in the barriers can be separated from the effects of defects in the
wells. This is accomplished by partitioning photocarriers between barriers
and wells by judicious choice of bandgaps and laser excitation energies.
The presence of space-charge fields within the quantum wells is detected

.1
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by the photorefractive effect. In this effect, intersecting coherent laser
beams write periodic space-charge gratings that alter the optical
properties through the Franz-Keldysh effect on quantum-confined excitons.
The resulting index and absorption gratings diffract a probe laser. The
photorefractive effect is extremely sensitive to small changes in electric
fields and index, and provides a sensitive measure of the role of defects in
trapping photocarriers. In our experiments, we are able to separate out
the effects of defects in the barriers by a careful balance of photorefractive
grating formation by space-charge in the barriers against screening of the
gratings by space-charge in the wells.

2. Semi-Insulating Quantum Wells

Our multiple quantum wells consist of 60 periods of
AIO.3Gao.7As/GaAs with 75 A wells and 100 A barriers. The layers are
made semi-insulating by hydrogen implantation at 160 keV. The implant
causes radiation damage, generating defects nearly midgap that pin the
Fermi level. A dose of 1012 cm- 2 is sufficient to make the layers semi-
insulating, without adversely affecting the width of the excitons. On the
other hand, a dose of 1013 cm- 2 broadens the exciton by approximately 3
meV. This broadening of the exciton corresponds approximately with one
defect per exciton volume, or ND X 1017 cm"3 . This concentration of defects
includes both electrically active defects, as well as neutral defects. During
implantation, a large fraction of generated defects and complexes can have
energy levels that lie outside of the bandgap, producing neutral defects.
These defects can broaden the exciton lines through strain fields.
However, these defects do not participate in compensation, and cannot trap
space-charge.

The exciton width plays a central role in our investigation of trapped
space-charge. Space-charge generates electric fields that alter the
absorption of the excitons. Furthermore, absorption changes are
accompanied by changes in the refractive index. In our samples, the
electric field is applied in the plane of the quantum wells, generating the
Franz-Keldysh electro-optic effect for quantum-confined excitons. The
field causes lifetime brordening of the exciton absorption. Sharper
excitons generate larger electro-optic effects. In our study, therefore, we
rely on the relatively sharp absorption lines of the room-temperature
excitons to provide a measure of space-charge fields in the samples.

3. Photo-Induced Space-Charge Electric Fields

To generate space-charge in the quantum well structures, we
illuminate the sample with two coherent laser beams. The coherent
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interference between the beams generates interference fringes. When a
voltage bias is applied across the sample, this spatially inhomogeneous
illumination causes transport that generates trapped space-charge which
screens the field in the bright fringes. The spatially modulated space
charge field causes the Franz-Keldysh effect, converting the electric field
grating into an absorption and index grating. The periodic modulation of
these gratings act as diffraction gratings that diffract a probe beam. This
process of grating generation and diffraction is called the photorefractive
effect[l]. The photorefractive effect is extremely sensitive to small electric

100 r -

-. [H1+] = x10!' cm '

80

42

S60- ip X A

SA 2 + A2

C 40 E 5 kV/cm

0

0 4 8 12 16 ,t0

Fringe Spacing (microns)

Fig. I Diffraction signal -n as a function of holographic fringe spacing
A. The cutoff spacing Ac = 5 it corresponds to an effective deep level trap
concentration of 4x10 14 cm- 3 . The sample was implanted with [H+ ] =
lxl0 12 cm- 2 at 160 keV.

fields, and small concentrations of space-charge. The effect is also
sensitive to the defect density. For a given applied electric field, the
screening is limited by the trap density. The diffraction signal as a
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function of interference fringe spacing is shown in Fig. 1. The
characteristic screening length Ac for our sample is 5 microns. The
screening length corresponds to the trap density through

Nf = f (1- f ) NT 2 LO Eo
e A

where E0 is the applied electric field, and f is the occupancy of the trap. A
5 micron screening length yields an effective trap density of 4x10 14 cm- 3.
No information is available from this measurement of the defect occupancy
f, so the effective number of traps can be as much as an order of
magnitude smaller than NT, the total number of electrically active traps.
For hydrogen implantation at 160 keV, the ratio of neutral defects
(obtained from the exciton broadening) relative to the number of
electrically active traps, is

NnelANoIo z 102

Therefore, many more neutral defects are generated by the proton implant
than electrically active defects.

4. Spatial Partition of Photocarriers

One of the goals of our study is to isolate the effects from the subset
of deep defects that are in the AIGaAs barriers. This is possible by
choosing appropriate excitation energies for the lasers. In particular, we
write the interference fringes with a HeNe laser with a wavelength of 633
nm, The bright fringes generate carriers both in the wells and in the
barriers. The carriers transport to screen the applied field, generating
spatially modulated space-charge fields and refractive index gratings. The
gratings are probed with a laser tuned close to the band-edge of the GaAs
wells. This probe laser generates carriers only in the quantum wells.
When the probe laser intensity is comparable to or larger than the HeNe
pump intensity, then the photoconductivity of the probe laser erases the
space-charge that is stored in the wells. The space-charge gratings in the
barriers, on the other hand, are inaccessible to the erasure caused by the
probe. Therefore, the refractive index gratings persist up to relatively
large probe intensities[2]. Under sufficiently large probe laser intensities,
the isolated space-charge is erased by transport from the wells into the
barriers. This transport can occur by quantum tunneling, phonon-assisted
tunneling or thermionic emission. These processes Pre shown in Fig. 2, and
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have been modeled to predict the experimental behavior. The relaxation
of the isolated charge trapped at defects in the barriers therefore can give

---- 75 A Po A100

AIGaAs GaAs
Barrier OW Thermionic

Emission

N =3 . Phonon-Assist d
Tunneling

Tunneling

Trapping

- Defect Level

Fig. 2 Trapping of photocarriers into deep level defects through
phonon-assisted tunneling and thermionic emission.

a direct measure of these transport processes as well as characteristic
properties of the defects in the barriers. The persistence of the space-
charge trapped in the 100 A AIGaAs quantum barriers is shown in Fig. 3,
related to the expected results for a bulk sample with no isolation of the
space-charge, and to the expected results for a 200 A barrier. The excess
diffraction signal at large probe-to-pump ratios is caused by the subset of
deep defects in the barriers.

5. Discussion

In this paper, we have demonstrated that a subset of deep defects in

a multilayer structure can be isolated for separate study. Specifically,
defects in the quantum barriers can support trapped space-charge and
contribute to the photorefractive effect, while defects in the wells make no
contribution. This spatial segregation of photocarriers can be combined

.1 i I I J IIII 8m NiI II li g lllI l l i IIlm IIlIl
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with spectroscopic techniques[3J to provide a new technique for studying
defects in quantum barriers.

1000.-I. . .

E 5 ky/cm
A =5 mlcrorts
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0A data(1)
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1 26o A Barriers

-... oo A Bariers

0..1

101 100 10d 10? 1o1

I(probe)I(pumnp)

Fig. 3 Diffraction signal as a function of probe/pump intensity ratio
for data from 100 A barriers, compared with simulation of a 200 A wide
barrier sample, and simulation of a bulk sample. The persistence of the
diffraction up to large probe intensities is a consequence of the space-
charge isolated in the AlGaAs barriers.
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ABSTRACT

The interaction of free and bound excitons in intentionally doped AlGaAs/GaAs quantum
wells has been studied using a time resolved photoluminescence technique. The dependence
of the dynamic processes on doping concentration, well width and temperature is discussed.
In particular the behaviour of excitons bound to acceptors and donors are compared and the
importance of thermalization in determining the cbserved lifetime highlighted.

1. Introduction

Studies to date on the dynamics of excitons in quantum wells (QW's) have concentrated
primarily on the properties of free excitons (FEs) in undoped samples [1I [21. Localization
due to potential fluctuations caused by interface roughness is found to be important to the
understanding of the dynamic properties of these excitons [31 141. Detailed spectroscopic
work on bound excitons (BEs) in quantum wells has recently been reported [5) [6).
However the dynamic interaction between FEs and BEs over short time scales (T <200ps)
has not been treated in detail. A study restricted to acceptor doped samples and time scales
(T >200ps) was however recently published (7). In this work we have investigated the full
temporal development with ps time-resolution of both FE and BE emission in doped QWs
as a function of doping and temperature.

2. Samples and Experimental Protedure.

A large number of multiple quantum well samples with different well widths and doping
densities have been studied. The samples consisting of 50 periods were grown using
molecular beam epitaxy (MBE) at 680C with non-interrupted growth. The well width was
varied between 5rm and l5nm for different samples, Nhile the undoped AIGaAs barriers
were kept at 15nm thickness. The GaAs layers were doped in the central 20% of the well to

a volume concentration varying from 3-1016 up to 5-1017 cm-3 for different samples. Be was
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used for acceptor doping, while Si was employed for donor doping. The transient
photoluminescence (PL) data were obtained with a synchroscan streak camera with a
temporal resolution of approximately 10ps. The sample temperature could be varied down
to 5K. A tuneable synchronously pumped dye laser Was used for excitation, with a typical
pulse length of 5ps.

3 Results and Discussion.

3.1 Acceptor doped samples.

Fig.1. illustrates time-resolved PL spectra for a set of Be doped 15nm samples, with the
doping varied between 3.1016 and 5.1017 cm- 3, i.e. a 2D density varying between 9.109 and
2.1011 cm-2 per QW. The spectra are taken with excitation resonant with the FE , and are
delayed 36ps from the center of the laser pulse. These data illustrate, that narrow well-
resolved BE peaks are only observed at doping levels below 1017 cm-3 (approx. 2.1010 cm-
2). At higher doping levels the acceptors interact considerably, leading to severe broadening
of the BE spectra and spectral diffusion in the broad BE band. This behaviour is analogous
to observations for acceptor BEs in bulk semiconductors [8]. The data to be discussed below
are therefore mainly selected from the samples with lower doping levels ( approx. 1010 cm-
2). The data in Fig.1 also suggest that at lower doping levels and short delay times a
transition which we assign to the biexciton is present in the spectra, and may influence the
analysis of the dynamics of the FE-BE interaction. Since we however restrict the discussion
here to data above 5K, the biexciton is effectively thermalized with the FE, and therefore
does not significantly influence the analysis of the FE and BE kinetics. It is interesting to
note that the presence of the biexciton is gradually lost at higher doping levels, indicating
that the formation of biexcitons is limited by the preferential capture to the bound site.

-K ,X The binding energies for BEs associated
P B] with neutral acceptors in AlGaAs/GaAs

QWs are dependent on QW width Lz,
varying from a value of approximately
6.5meV at Lz=5nm to approximately
3.5meV for Lz=15nm [5]. This implies that

W at low temperatures such as the 5K used in
the present work, the thermal emission of
BEs up to FEs is weak. It is therefore
possible to study the kinetics of BE
recombination independently, if excitation
resonant with the BE is employed. On the

Bi-x other hand, if the excitation is resonant with
the FE, capture to the lower energy BE state
will be efficient in the early time response.
These processes are illustrated in Fig.2 for

is 1.m 14 the same set of Be doped samples as in
fthtm EfW (WV) Fig.. Resonant excitation in the FE (Fig.

Figure 1: Short time (t=-36ps) PL spectra for 2(a)) instantaneously creates a FE
acceptor doped samples with doping density from population which then decays via two
3.1016 (bottom curve) up to 5.1017 cm-3 (top channels: (1) Capture to the BE state, and
curve) (2) recombination (mainly radiative). The
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PL transients in Fig. 2(a) are dominated by capture to BE states during the first -l 00 ps, this
capture process is increasingly important at higher doping levels ( the capture rate is
proportional to the number of neutral acceptors. From the behaviour of the PL decay at
longer times the FE recombination lifetime can be extracted, via a computer simulation of
the transient with the proper rate equations [9]. For excitation resonant with the BE (Fig.
2(b)), at 5K (or below) very little thermal excitation to the FE state is observed in the streak
camera data. Therefore these transients merely reflect the recombination of the BEs, and can
be used to directly calculate the true BE lifetime. The BE lifetime has been found to vary
between 350ps and 500ps, when the QW width varies between 5nm and 15nm [71 [10],
while we find a typical value of 400ps for the FE lifetime at 5K for Lz=10nm.
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m ~IE17 I1

~3H7

*4E

,., 3E17

r 5E17 SE170

0 200 400 600 800 0 200 400 600 800

Time (ps) Time (ps)

Figure 2: Doping density dependence of time resolved PL transient for excitation resonant
with the FE (a) and BE (b).

Fig 2(b) also shows that the BE lifetime is not significantly dependent on the doping level.
A slight decrease in TBE at the highest doping concentration shown in Fig. 2(b) is explained

by spectral diffusion of BEs to lower energies than those detected in the integration
window. This relaxation process is associated with the localization of BEs to regions of
increasing local potential. Such processes can be directly compared and understood from
equivalent behaviour in highly doped bulk semiconductors [11]. The temperature
dependence of the exciton kinetics in acceptor doped QWs is illustrated in Fig. 3. Transients
for both the FE (3(a)) and BE (3(b)) with resonant excitation are shown. At 15K and 25K
the resonantly excited FE and BE transients are very similar, indicating that the populations
are effectively thermalized already at 15K. As mentioned above this thermalization is not
effective at 5K, where the FE and BE decays are only weakly coupled. The decay time at
25K which is common to both BE and FE is found to be larger than the 5K value. This is in
part explained by the increase in the FE recombination time with temperature [1] [7].
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The initial fast decay observed for the FE in Fig. 3(a) due to capture at the BE occurs over a
shorter time scale at higher T due to the increased thermal emission. This initial decay also
contains an intrinsic effect due to the heating of the initially resonantly created excitons
(with K-0, i.e. corresponding to a temperature of -IK) to the actual lattice temperature,
whereby most of these excitons are scattered up to sufficiently large K-values that they are
no longer radiative [121. In fact a similar but weaker behaviour is also observed for the BE
with excitation resonant with the BE ( see Fig, 3(b)). This effect is not well understood at
present, although a BE Auger mechanism has been suggested [91.

15K 25Kg

o .

SSK

0 200 400 600 $00 0 200 400 600 800

Time (ps) Time (pS)

Figure 3: Variation of the PL transients with temperature for a IOnm wide QW with
low doping. The behaviour for excitation resonant with FE (a) and-BE (b).

The dependence on well width of the
excitonic PL transients for these acceptor

Tdoped samples is also quite strong as is
shown in Fig. 4, where the FE PL is detected

3at 5K with excitation resonant with the FE.
150SA The thermalization between BE and FE is

more efficient for Lz=15nm, due to the
significantly lower BE binding energy in this
case. For Lz=50A the capture to the BE is
very strong, and the BE is the dominant
recombination channel once this capture has
occurred [131.

OA

0 200 400 60 0 0
Time (ps)

Figure 4: Well width dependence of exciton
capture from FE to BE for acceptor doped

samples (doping density approx. 3.1016 cm "3)
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(a) 3.2. Donor Doped samples.
The binding energy of the donor BE in

Don AIGaAs/GaAs is much smaller than for
acceptors, typically about 2.2meV at
Lz=i0nm, compared to -4.5meV for the
acceptor BE. This means that BEs bound at

A ce neutral shallow donors will be close to
being thermalized even at 5K. As a result
the inetics will be quite different from the
acceptor case. These differences are

"F B (F ) illustrated at 5K in Fig 5. The excitation is
resonant with the FE in figures (a) and (b),

S_"b and resonant with the BE for (c). In (a) the
FE PL is detected while in (b) and (c) the

Don BE is detected. Fig 5(a) illustrates the fast
thermalization of the FE in the donor doped

4 sample. In contrast the acceptor case is
dominated by capture to the BE, and

c essentially no thermalization between FE
and BE is evident. Fig. 5(b) also indicates
the faster thermalization for the donor BE,
with excitation in the FE, which occurs in
the donor case. In Fig 5(c) the thermal

2AFE (BE) emission from BE to FE dominates the
, shape of the BE decay for the donor system.

(c) Whereas essentially no thermal emission is
observed for the accetors ar 5K. These
strong thermal emission effects for the BE
make it difficult to evaluate any accurate

Don values for donor BE lifetimes from these
studies, temteratures lower than 5K are

cA ce required for this purpose.

Fig. 6 illustrates the temperature
dependence of the BE transient upon
excitation resonant with the the donor BE

ABE (BE) (Lz=10nm). These data c.,- be contrasted
with Fig. 3(b), for the case of the acceptor

0 05 1 BEs of the same well width. The
Time (na) thermalization process is faster at higher T,

Figure S: Comparison of the exciton dynamics as expected and the PL decay time
in acceptor and donor doped 10nm quantum wells evaluated at the long decay times coincides
at .K under resonant excitation conditions. with the corresponding FE deca) at all
temperatures for the donor case. This is very different for the acceptor BE 3(b), where the
effective decay time at 5K is significantly different from the FE decay time.
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l~nm S dopedFigure 6: Temperature deipendence of the10nmSi dpedthermalization for the donor doped sample.
Thennalized equilibrium is -achieved at Iwer

_25K temperatures than for the acceptor case.

The discussion above has been limited to the
:3 case, of rather low excitation densities
4 (typically < 109 cnr 2). At higher densities

1 5 K additional mechanisms come in to play such
as exciton scattering effects, which

4' significantly alter the short time behaviour
of both FEs and BEs. A full discussion of

o these effects will be presented in a
4' forthcoming paper [9).
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SPECTROSCOPY OF SHALLOW DONOR IMPURITIES in GaAs GaA1As MULTI-QVhNTW WELLS

Janette L DUNN, Elaine PEARL and Colin A BATES
Physics Department, The University, Nottingham, NG7 2RD,- U

ABSTRACT

The spectr& observed from silicon-doped GaAs/GaAlAs multi-quantum well structures
in experiments such as far infrared (FIR) photo-conductivity contain peaks which
have been identified with transitions from the ground state to several excited
states of a confined Si impurity in magnetic fields of up to 10 T. Such systems
are of particular interest as some of the observed featuree of the spectra can be
explained in terms of a low-field 'hydrogenic' model, whilst other features are
consistent with strong-field descriptions, where Landau-like behaviour dominats.

Details of a theoretical model are given which predicts transitions from the Is-
like ground state of a hydrogenic impurity to various excited states. These
results are then used to determine the energies of so-called metastable states.
which are not bound in the low-field limit. Transitions to both bound and
metastable states are identified in the observed experimental data.

1. Introduction

There has been much discussion in the literature concerning hydrogen-like shallow-
donor impurities in semiconductors, both in the bulk and in multi-quantum wells
(MQW's). Transittons to 2pq1- and 2p.l-like excited states have clearly been
identified in FIR photocondictivity experiments. However, there are several
contradictory pictures far the assignments of the remaining transitions,
particularly in MQ's. The underlying cause of the problem is that for the
magnetic fields of up to about leT used experimentally, the behaviour of the
impurities is intermediate between that obtained using a low-field hydrogenic
picture and that of a high-field Landau type formalism.

In this paper, a theoretical model will be developed using states which are
principally hydrogen-like, but which incorporate some of the required Landau-like
behaviour appropriate to higher fields. An analysis of the number of nces of the
predicted eigenstates in the s-direction will be used as an additional aid to
identification of the states. In addition, transitions to various metastable
states will be identified using knowledge of the bound hydrogenic states.

The model used for the hydrogenic states is based on tbhat of Greene and Lane' and
is an extension of our previous work2, 3. The model of Greene and Lane' has been
extended to include the effects of higher excited states and of states with angulari
momentum m - 12. It has also been modified to allow for a non-isotropic effective -4

mass, and to include the effects of odd-parity states which are important for
impurities which are not located at the centre of a quantura well.

2. The Theoretical Model

In the model used, an anfsotropic effective mass is introduced by deftniuk a
parallel effective mass ;a, for motion in the x-y plane and a perpendicular
effective mass m, for motion in the z-direction. Relative effective M6,es Ai -
mL I a* -- :. are also defined, where m! - 0.067 x6 is the usual GaAs effective mars.
The effe.ctive masses in the barriers may be different to those in thu wells.

The Hamiltonian for a shallow donor impurity in a MQ"V with an applied perpendicular



1370 ICDS-16

magnetic field can then be written in the dimensionless form
XW-----t2 -L (Y j, 2p2) -. !+v,(z) (2.1)

m , 4 X

using cylindrical coordinates with origin at the centre of a quantum well and with
the z-axis defined to be the QW growth axis, and where

Lv. 1 (p1 +L - - 0' )+ * (2.2)
2, " P2 p ,3 2

The unit of length is the GaAs effective Bohr radius a, - 90.7 1, the unit of
energy is the GaAs effective Rydberg t - 5.83 meV, and the quantity y is a
dimensionless measure of magnetic field, related to the field z in Tosl by the
relation y - 0.15 B. Vg(s) is an energy operator for the square well potential,
defined to have the value zero in the wells and a constant value V, In the
barriers. For GalA1As MQ's, V* is taken to be 852 of the total band gap
difference AE between GaAs and GaAls. The position of the impurity electron is
r - [p2 + (z - Zz)2] 112, where z specifies the a-coordinate of the impurity nucleus.

Many attempts have been made to solve the Hamiltonian (2.1) for 14W'8 and the
analogous Hamiltonian for the bulk. Although exact analytical solutions can not
be found for the intermediate magnetic fields of interest. The le to 2 pl energy
splittings were predicted to a reasonable degree of accuracy using a variational
approach in which hydrogenic states were expanded n terms of Gaussian-type basis
sets 1, 4 . This has the advantage that, although the states are constructed using a
weak-field formalism, the Gaussian behaviour of Landau states is partially
incorporated in the wavefunctions, making then more appropriate for larger fields.
This basic approach will be developed here, although without resort to a
variational procedure.

To a first approximation, the eigenstates * of a hydrogenic Impurity in a quantum
well can be expected to be a product of bulk hydrogen states % and states f(9)
which are solutions of the standard square well problem (is. cos(ka) in the
barriers and [As** + Be"8] in the wells). The parameters k, %. A and I are fixed
by ensuring that # and (l/mf)a#Ia8 are continuous across the well boundaries.

The angular momentum operator 1, commutas with the Hamiltonian (2.1), so its
eigenvalue m must be a good quantum number in this system. For Impurities located
at the centre of a quantum well, the &-type parity w, I - (-1)1101 is also a good
quantum number. However. n and 1 will -not be good quantum numbers. Hence,
approxmate eigenstates of the on-centre W.S problem can be found by taking linear
combinations of hydrogenLc states with different n and 1 values, but with the sm
value of m and of w,. For off-centre Impurities, It is necessary to allow mixing
between states of different parity.

The Slater-type exponential factors • - Ia in the standard hydrogen states for the
bulk can be expanded in terms cf basis sets of GausLans'

- ce-' (2.3)

where the Ci and aL are parameters whose values are determined numerically. A
further field-dependent parameter 8 was included as an additive factor to the aL
in the Gaussians in p to allow for the expected reductions in orbit sizes in the
x-y plane as the magnetic field strength increases. Their final choice, which is
followed here, was 8 - 0.1 y, although the results are not very sensitive to the
precise value of 6 used.
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A basis set of Gaussian-typo functions for the 4QW problem is constructed by
choosing a set of numbers At for each (m,v,) vat from the sets of aL in the Gaussian
expansions for each of the states in that set. Here, It is the range of values
chosen which most strong.y influences the final results rather than the prnci;;e
values used.

The hydrogenic states in a quantum well are thus assumed to be a linear combination
of states YL given by

* 1 =f(z) (Z-z Z) 1 P (2.4)

where 9L - Ors + li,1)12. Following Greene and Lane', the parameters aL and pL are
taken from the sets 4, with the restriction that, if the 4 are listed in order
of magnitude, =L - A4 - Pi - 4 or A4t, is. that the arguments of the Caussians in
p and (z - z1) are *similar' in magnitude. The number of terms k is chosen to be
large enough for the resultant wavefunctions to be good, but small enough for
colculations with the states to be manageable. A value for k of 5 or 6 for each
(m,. 3 ) set was taken as a reasonable compromise, which gives a total number of
basis states i for each set of (3k-2) - 13 or 16.

The final values for Ak used here for all sets of states are the sam as those used
by Greene and Lane for the m - 0 and a - *1 even parity states, namely 13.4. 2.01,
0.454. 0.123, 0.0324 and 0.00717. Many other sets of 4 covering a similar range
of values have also been investigated, and found fo give very similar results, at
least for the lower-lying states.

Approximate eigenvalues and eigenstates of the Hamiltanian KC are found by
numerically solving the generalised vigonvalue problem X# IU. !n the original
papers of Greene and co-workers, elgenstates were obtained by carrying out a
wariational procedure. Here, in order to save computing time, a strict variatioal
procedure is not employed. Instead, the optimal parameters of Greene and Lane l are
used diLectly in calculations, although the parameters are changed slightly 'by
hanek' in order to observe the affect on the final results.

According to simple electric dipole selection rules, transitions from the is-like
ground state are only allowed to states with m - *1 for the Faraday configuration
used experimentally. For on-centre impurities, transitions mast also conserve vs.
However, there is evidence that in the bulk, transitions are weakly observed to
both states with a - 0 and • - *2, as well as to states with odd z-parity, due to
various weak perturbation effects. Hence, the possibility of transitions to all
states are invex igated.

The states of a h ,c- rosenic impurity can be labelled in the alternative high-field
notation (Nm,v), ',isre N is thu principle Landau quantum number, a the usual
magnetic quantum nu,.er and v gives the number of nodes of the wavefunction in the
a-direction. The %-parity of these states is t. carried entirely by the quantum
number v, is. , - (-1)*. In this notation, .he states (e,mv) exist for ri1l-
integers N x 0 with a s N. However, only the seates with N - 0 and ,ith g - m for
N t 1 arc truly bound, and extrapolate back to the hydrogen-like states in weak
fields. It is these states which are predicted by our model above. The remaining
states are called atastable states, and are considered in more detail below.

3. esults and Cmpariem with k r/wext

FIR photoconductivity measurements on @AsIGaO.67Alo.$As MQV s have recently been
made in fields of up to ST. 6 The wel)s and hdrriers were approximately 150 1 wide,
and the central 50 A of each well wer4 doped with silicon to a concentration of __
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approximately 1 x 1016 cmW. Some data is also available on wells of other
vidths7-10. These have been combined to determine, although somewhat approximately,
tbnse results which would have occurred with a 150 1 -wide sample.

The 2p+, and 2p-1 transitions were fitted to a reasonable degree of accuracy by
Greene and Lane1 . However, the 2p+, - 2p. 1 splitting is observed to be slightly
less than the value of precisely 2y which must occur if an isotropic effective mass
is used in the calculations. An improved fit to the data can be found by choosing
a parallel effective mass oi of around 0.069m, and perpendicular mass a. of 0.0682,
for the 1501 wide wells considered here. The effective masses in the barriers were
taken to be larger than those in the wells by the usual additive factor 0.083mx.

The final results for
trarsitions to bound 250 . . . .... .
excited states of on-
contre impurities are
shown as solid lines
in figure 1. Also 200 -
shown is the data of C A/ A
Grizes at &16 averaged 'E / - -_

over all samples (A) 1 ,50

and the average of the i "1
date for the 2p l and I -.- -
2p-1 transitions as b

obstirved by other 100 - -£

workers (0)0 -11.
Denoting the states by
labels which seem most 50
appropriate by analogy 0 1 2 3 4 5 6 7 8
to pure hydrogen, the B)
transitions presented
are to final tates Figure 1: Transitions from is
(fr(m bottom right to
top left) 2p.1 a (0.-1,0). 3p.1 (0,-1.2), 2pi * (1,1,0). 3dl * (1.1.1), 3p+1 *
(1,*.,2) and 3d,2 m (2,2,0). A possible transition to a further m - 2 line is shown
as it dotted l.ne.

The diagonalisation procedure of the model in section 2 produces (3k-2) states for
each (m,.) set. Hoverrr, not all of these states have a physical meaning.
According to the high-field picture, only one truly bound hydrogenic state is
allowed with a given value of m and given number of nodes v. Thus the number of
nodes of each of the predicted eigenstates can be examined and only the lowest-
energy state with a given value of v for each m selected. The states chosen all
have the correct number of nodes to satisfy this condition.

According to the electric dipole selection rules, transitions from Is to states of
odd-parity such as 3d.1 should be forbidden for on-centre impurities. However, they
will be allowed for off-centre Impurities, where states of different parity are
mixed together, and may be weakly allowed for on-centre impurities due to various
perturbation effects. The theoretical prediction for 3p#1 is almost coincident with
that of 3d,1, making the identification of these lines in the experimental data
unclear. However, the experimental points in this region are observed to behave
somewhat differently to those of the other points (having a different line shape
and being sensitive to-different experimental conditions), which is consistent with
the dsta being a sum of two different transitions. The identification of the line
labelled 3d,2 u (2,2,0) can not be made conclusively because the data which fits
this *ine also fits the (2,1,0) metastable state (see below), to which transitions
are erpected to be much stronger.
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Similar results to those above have been obtained for finite values of z*.
Generally speaking, the pattern of energy levels predicted is very similar to the
on-centre case but with a shift to lover energy. Most of the lower energy
transitions are - 3 to 5 ca-1 lover than the corresponding on-centre cases for z,
- 20 A and 20 to 30 cm"1 lover for z, - 50 A.

Further experimental points have been observed which can not be fitted to states
derived from a hydrogenic model. It is well-known in bulk GaAs that transitions
are seen to the metastable states11 . Hence, it is likely that transitions to
metastable states will also occur in NQV's. One characteristic feature of
transitions to metastable states is that lines occur in pairs separated by the
cyclotron resonance energy , ( 2y) or multiples thereof. In particular,

E(N,mv) - E(V-m,-mv) E mu, (3.1)

where E(Im,v) is the energy of the -tate (lmv). The observed data does indeed
have several pairs of states with %*, separations. On a hydrogenic picture, there
is no fundamental reason why any pairs of states other that nl,1 and n. 1 should be
separated by hte, and it is unlikely that all of the higher-energy states obser-ed
which obey this pattern are associated with a - -1, as these levels tend to be such
lover in energy.

Unfortunately, expressions for the metastable states are not generally known.
However, a semi-qualitative attempt can be made to identify some of the metastable
steces. In the bulk, the (1,-1,0) metastable state has been identified just above
and almost parallel to the 2pj 1eve1 1"13 . A similarly placed level occurs in the
quantum well case, so this is identified with the (1,-1,0) metastable state. The
(2,1,0) metastable state can then be identified he above this. As mentioned
above, this latter line coincides with the position of the (2,2,0) hydrogenic line.
The experimental observations near this point could be a composite of both lines,
although the metastable contribution can be expected to dominate due to the
electric dipole selection rules.

As the Coulomb potential is rotationally symetric, it can not mix together Landau
states with different values of m. The number of nodes v must also be conserved.
However, states with different N's will be mixed together. The effect is to
increase the separation of the states (N,m,v) and (I+l,m,v) to a value slightly
larger than ho which is approximately constant (decreasing slightly with
increasing N and increasing field). As the positions of the (1.1,0) and (2,1,0)
lines have already been identified, this allows the positions of the (3,1,0) and
(4,1,0) metastable states to be determined. The position of the (2,-1,0)
metastable state can then be fixed by further use of (3.1).

The results for all of the metastable states identified are shown as dashed lines
on figure 1, where it can be seen that the agreement between experiment and theory
is good. From bottom right to top left, they are (1,-1,0), (2,1,0), (2,-1,0).
(3,1,0) and (4,1,0).

Physical pictures for the behaviour of the impurity electron in various of its

states have been obtained by plotting the probability density as a function of
position. Plots of yZ integrated over p and # have been made in order to show the
probability of being at a given a position. Some typical plots for zero field are
shown in Figure 2.

Probability density plots show that the 1. ground state is almost entirely
localised in the central well at all field strengths for 150 A-wide wells. The 2p#1
state is also strongly localised In the central well, but does extend Into next-
nearest wells in small fields. In larger fields, the localisation in the central
well is found to become almost total. In contrast, the odd-parity 3d. 1 wevefunction

i
!

i i i i i[ i illm dl | lia i n ien KamaI l • lialiiai ii ii alii
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is very small In the central well and
. ,.,. ... . ... . spreads out over several wells in

small fields. Contowe plots of the
2 ~ probability density is a function of

! | a and p (integrated uvor #) ohow that

.3 in zero field. the electron Is
I confined to approximstely circular

t orbits in the x-y plane of radius 501i a for the is state avd 200 A for the
2 2p,1 state.

- a

0*IA' 5. Discussion

o3 a A Using the results of a theoretical
I model for hydrogenic Impurities and

01 aknovledge of metastable states in the
bulk, it has been possible to explain

0.i Ialmost all of the recent FIR
0.. photoconductivity results' on GaAs/

-37 -us -Z(A) 15 20 1 OsAJAs MQV's in terms of transitions
from the Is-like ground state of a

RydrogenLc Impurity. There is some
evidence that transitions to states

Figure 2: Probability Densities for the 2p,1  with a - 2 and to odd-parity states
(_ _ _) and 3d+1 (.._) states of on-centre my be weakly observed due to weak
impurities and the 2p,1 state of impurities perturbations and the effects of off-
with Z, - $0 (0..... centre impurities. However, sow of

the higber states can not be
conclusively identified at this stage, and further work is necessary.
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ABSTRACT

A spectroscopic study of the prot of excito s bound (BE) at shallow impurities. both acceptors
and donors, in narrow GaAsIAIGaAs quantum wells (QWs) is presented. The doping conditions in
the QWs have been varied in a systematic way up to the degenert limiL Several novel aspects of the
excitonic properties are demonstrated: The im observation of the two electron transition related to
the donor BE in selective photoluminescen, yielding information about the electronic structure of
the donor. For the case of acceptors confined in narrow QWs. we demonstrate that the capture
process into the acceptor BE occurs predominantly from the-localized exciton (LE) state, i.e. a free
exciton localized in the locally lowest potential due to interface roughness. Accordingly.
exceptionally small BE linewidths are achieved upon excitation resonant with the LE also for narrow
QWs. For higher acceptor concentrations, the normal BE peak is replaced by a broader feature
appearing with a la.ger binding energy and higher intensity level than the BE A plausible candidate
for this novel band is the exciton bound at interacting accepbor

1. INTRODUCTION

While the bound excitons (BEs) have been extensively studied in bulk material aNd we have by now a
fairly detailed knowledge about the BE properties, the corresponding level of knowledge is
considerahly lower for the BEs in the two-dimensional (21)) case. The first observation of a BE in a
quantum vell (QW) in photoluminescence (PL) was reported less than ten years ago by R.C. Miller
et al . A binding energy of about 6.5 meV was found for the shallow acceptor BE in their 46 A wide
GaAs/AIGaAs QW to be compared with 2.9 meV in bulk GaAs 2. The acceptor BE binding energy
has been shown to increase with decreasing QW width down to Lz=SOA 3. However, the BE
binding energy is expected to reach a maximum for a certain Lz to be back on the bulk value for Lz=O
in accordance with the impurity binding energy, although this has not been cxpedmentally
demonstrated so far for the BE. Accurate deerinations of the BE binding energy from conventional
PL measurements are difficult to perform for small Lz, since the exciton linewidths are increasing
with decreasing Lz and the BE is barely resolved from the free exciton (FE). The accuracy is
significantly improved by the observation of the BE in selective PL (SPL) experiments upon
excitation resoant with the FE, as described in more detail below 4. Also, the observation of two
hole transitions (THTs) of the BE 3, has allowed accurate determinations of the BE energies. By
detecting such a THT peak in PLE measurements, it is possible to obseve the BE also in PLE
spectra, usually exhibiting a significantly smaller linewidth than in PL

For the case of the donor BE in GaAs//AaAs QWs. there has been even more uncertainty about de
the interpretation o the recombinations close to the bandgap. This uncertainty is mainly due to the
fact that th dono we more "hllow and the confined donor BE appears at an enery position very
close to the free-to-bound (FB) recombination involving tr confined donor . We present in this
study the irnt observation of two electron transitions (TETs) of the donor BE in a QW by using SPL
The observation of TETs provides a verification of the intapretatio of the dow BE. but yields also
information about the excited states of t. confined donor and a way to accurately determine the
binding energies of the donor. In addition, we report briefly on the differences in the BE spectra that
occur, when the doping level in the QW is increased up to the degenerate limit.

• ---- -- -, u ro n e mma mmmem um le 8mlt u~l-m J - • atim mmn -munu ueuun-n u-n m
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2. SAMPLES AND EXPERIMENTAL

The samples were grown by MBE on a semiinsulating substrate. On top of the GaAs buffer, 50
periods of GaAs QWs separated by 150A wide A10.3Gao.7As barriers and finally a 50A wide GaAs
cap layer were grown. The central 20% of the QWs were doped with Be in the p-type QWs and with
Si in the n-type wells. The doping level has been varied in a wide range: From 2109 up to 1.5.1012
cm-2 for both the p-type and n-type doping. Also the QW widths have been varied in a wide range,
50 - 150A, but most of the results reported here for the acceptor doped structures originate from
measurements on 150A wide QWs, while most of the studies on donor doped structures were
pirformed on IOOA wide QWs.

The 5145A line from a cw Ar+ ion laser has been used for PL spectra with above bandgap excitation.
The same At+ laser pumping a solid state Titanium Sapphire tunable laser was employed for the SPL
and PLE measurements. All measurements reported here were performed at temperatures below 2K.

3. ACCEPTOR DOPED QWs

3.1. LOW DOPING

In striking contrast to bulk material, the
intrinsic FE normally dominates the N
recombination processes up to fairly high TLSK
impurity levels due to the effect of confinement i
on both the electron and hole 6. The acceptor
BE does not appear in the PL spectrum until
the doping level is above -1.5.109 cm- 2 in a BB
100 A wide QW. Also at moderate doping
levels (say p = 1.5.1010 cm- 2), only the FE
and acceptor BE are observed in a typical PL L" ,v
spectrum of a similar QW with above bandgap
excitation. However, with selective excitation
close to or resonant with the excitons, new
features, e.g. the PB emission involving the P
neutral Be acceptor, the THT and resonant ev
Raman scattering (RRS) satellites, appear in
the SPL spectra 3. Such studies have provided
important information about the excited statesI
of the confined impurities, and their QM 6V

dependence on the QW width and impurity
position in the QW.

The intensity ratio BE/FE is further reduced " eV
and the exciton lines broaden with decreasing
QW width and increasing localization effects.
Due to these facts, it is usually not possible to I
resolve the FE-BE peaks for such narrow QWs
and the BE binding energies can not be .6048 e
accurately determined. However, similar SPL I.,_P __HUM

experiments as described above also provide 6
information on the exciton localization and 1.55 1.56 L37 138 LS 160 1.61 162 1.63
exciton binding energies. Due to interface Photon Energy (V)
roughness, also the FE gets localized at the
locally lowest potential. Thus the "free Fig. 1: A synopsis of SPL spectra for a 50 A
excitons" can be more properly treated as QW doped with Be to level of 1.5.1010 cm-2

nml • i M • u~n l mmm~mmmmm• e~lar •mrm • imur mmm I •li• ur m Im ilmua tou l m m m •mlmma mm| •ura ~ n~til~ n-oYa- "



Materials Science Forum vols. 83-87 1377

localized excitons (LEs), trapped at interface
fluctuation potentials. This localization process
of excitons has been further investigated by FE, hh FE, Ih
picosecond transient measurements, which
directly demonstrate the spectral diffusion of
excitons. Furthermore, by exciting resonantly
with the LE, a sharp and well-defined BE peak Detection: THT
appears in the SPL spectrum also for narrow
QWs, as illustrated in Fig. I for a 50A wide
QW. This is in contrast to the case with non- F
resonant excitation, when it is usually not g
possible to resolve the FE-BE peaks for such .6 BE
narrow QWs. Thus, this kind of .e.

measurements allow an accurate determination Detection: F1
of the BE binding energies.

As mentioned above, the FE normally a
dominates the PL spectrum in narrow QWs. g
This effect is even more striking in PLE 8
spectra, as is illustrated in Fig. 2 (the lower s
spectrum) for a 71A wide QW with the FB E
band detected. In fact, the first observation of 2

the BE in PLE was not reported until recently I
7, when the THT peak was detected (the upper 1.56 1.57 1.58 1.59 1.60 1.61 1 62
spectrum in Fig. 2). In bulk material, on the Excitation Energy (eV)
other hand, this method, to look for the
enhancement of the BE in PLE, when the THT Fig. 2: PLE spectra for a 7 IA wide acceptor
is detected, is a common method to verify the doped QW with two different detection energies
interpretation of THTs.

3.2. HIGH DOPING

When the acceptor concentration is successively increased, a wing on the low energy side of the BE
is rapidly increasing in intensity to be dominating already at an acceptor concentration of 5. 1010 cm- 2

for the case of a 150A wide QW, while the FE intensity is decreasing. Fig. 3 shows such a PL
spectrum for a 150A QW, which is acceptor doped to a level of 1.5. 1011 cm-2 (corresponding to a
spatial separation between the acceptors of about 260A on average). As can be seen, the FE
timeintegrated intensity is more than two orders of magnitude lower than the new acceptor related
band. The energy separation between the FE and this new band is about 7.4 meV, to be compared
with the corresponding FE - BE energy separation of 4.2 meV in a low doped QW of the same width.

The PLE spectrum of the same sample is shown in Fig. 4, when detecting the low energy wing of the
novel band. In addition to the hh and lh-states of the FE, a new band appears also in this PLE
spectrum. This band is relatively strong compared with e.g. the weak BE peak as observed in PLE
spectra in a moderately doped QW of the same width 5. This new feature appears 5.0 meV below the
FE hh peak, i.e. with an energy separation smaller than in the-PL spectrum, but still with a larger
separation from the FE peak than the normal BE. The PLE spectrum reflects mainly the density of
states, while a relaxation to states at a lower potential corresponding to larger Lz occurs before the
recombination process observed in PL. This is a well-known mechanism caused by interface
roughness, which gives rise to e.g. the Stokes' shift. However, the normal Stokes' shift for the FE
in the same structure is 3.6 meV, while the corresponding downshift in PL for this novel band is
significantly larger, 6.0 meV. Thus, the additional downshift in energy has to be due to a different
relaxation process.

One plausible candidate for this new band is excitons bound at interacting acceptors. The interaction
between two or more acceptors should increase the potential binding the exciton compared to a single
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Fig. 3: PL, spectrum of a 150A wide QW, center Fig. 4: PLE spectrum of the same QW as shown
doped with Be to a level of 1.5.1011l cm-2  in Fig. 3

acceptor. A distribution of binding energies due to the varying spatial separation between the
acceptors and possibly also the number of interacting acceptors is expected. Then excitons could be
transferred from one site to another site with a higher binding energy. Such a transfer process should
give rise to an additional downshift in energy in the timeintegrated PL spectrum compared to the PLE
spectrum.

Similar transformations from narrow BE lines to broader and asymmetric bands at lower energies
have earlier been observed for bulk material, such as GaP? and ZnTe, at higher doping levels 8, but
have not been reported for the 2D) case. This behavior has been explained in terms of pairing and
cluster formation and simple calculations of the exciton binding energy as a function of the acceptor
concentration for a H2-like acceptor pair have been presented for the bulk case 8

4. DONOR DOPED QWs

4.1. LOW DOPING

Similarly to the acceptor doped QW, the FE and donor BE dominate the PL spectrum for moderately
donor doped QWs. However, a broadening on the low energy side of the donor BE appears already
at doping levels at about 2.10 i cm- 2 (for a IOOA wide, Si doped QW). This broadening is likely due
to the PB, transition involving the recombination between an electron from the Si donor and a hole
from the valence band. With the objective to resolve the TET peak, we have tried to minimize the
intensity of the PB band, since it easily can hide the weak- TET features. However, it appeared to- be
significantly more difficult to monitor the TET peaks of the donor BE than the corresponding fliTs
in acceptor doped QWs. This can possibly be explained by the tail of the PB transition described
above, which partly overlaps with the TET. Also, the fact that the donor states are considerably more
shallow than the acceptor states means that the extent of the donor wave function is comparable With
or larger than the QW width. In particular, the final 2s state of the donor is widely spread and could
be significantly perturbed by the relatively narrow QW. However, .when the experimental conditions
were opitimized (corresponding to a doping level of 1.1010 cm-2 in the central 20% of the QW), a
weak TET feature appeared in the SPL spectrum, when the excitation was close to or resonant with
the donor BE, as shown in Fig. 5. The energy position of the observed TET satellite yields a value
on the Is - 2s energy separation of 10.6 meV, which is in excellent agreement with the theoretical
prediction, J 0.6 meV 9, obtained if appropriate values on the effective masses and dielectric constants
are used, i.e. with different values for the well and barrier materials. This point seems to be
important, since a significant discrepancy from the experimentally determined value is derived (9.9
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Fig. 5 SPL spectra for a 100A wide Si doped Fig. 6 PLE spectra for the same Si doped QW as
QW with excitation close to or resonant with used in Fig. 5
the BE (at 1.5435 eV)

meV), if the same values on the effective masses and dielectric constants are used for the two media
10.
Similarly to the acceptor case described above, the interpretation of the TET satellites has been
verified by PLE measurements on the same sample. When the TET peak is resonantly detected (the
upper spectrum in Fig. 6), the donor BE appears in the PLE spectrum in addition to the usual FE
related peaks. For comparison, a reference PLE spectrum with a non-resonant detection is also
shown (the lower spectrum in Fig. 6), in which the BE has almost disappeared.

4.2. HIGH DOPING

With increasing donor concentration in the QW (at about 2.1017 cm- 3 corresponding to a sheet
density of 1.1011 cm' 2), the BE peak broadens further and shifts towards lower energies 11.
However, in the case of donor doped QWs, the interpretation of the spectra is not straight forward
and it is difficult to say whether this downshift has the same origin as proposed for the acceptor case
described above, i.e. the exciton bound at interacting neutral donors. Several donor related
recombinations are expected to appear at approximately the same energy position: The FB emission
involving a free hole recombining with a bound Si donor electron, the exciton bound at the ionized Si
donor, and the D- related emission.

When the donor concentration is further increased, the intensity of the exciton peaks decrease first in
PL and at at higher doping levels also in PLE. Above a doping level of about 1.1012 cm-2, all exciton _-_

peaks are completely quenched in both PL and PLE. Instead an emission band originating from a
free to free recombination is observed in addition to the FB emission at lower energies. These bands
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are upshifted in energy both in PL and PLE, when the doping level is further increased, due to
bandfilling effects (EF is raised in the first electron subband). A more detailed report of this case of
degenerately Si-doped samples will be published separately It
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SCANNING TUNNELING MICROSCOPY STUDIES OF
SEMICONDUCTOR SURFACE DEFECTS

J. E. Demuth
IBM Research Division, Thomas J. Watson Research Center
P.O. Box 218, Yorktown Heights, NY 10598

ABSTRACT

A perspective of recent scanning tunneling microscopy (STM) studies is presented that
reveals the wealth of Intrinsic and extrinsic defects arising on semiconductor surfaces.
A brief review is given of the principles of STM, its limitations and related proximity
probe methods. Specific applications considered Include atum-resolvr.: imaging,

spectroscor v, cat rier dynamics and ESR with the STM. Intrinsic defects on i.leaved and
annealed surfaces of Si and Ge, cleaved GaAs(110) and InSb(110), MBE grown
GaAs(100) and epitaxial Ge on Si(11i) are reviewed. Transition metal Impurities found
for both Si(100) and (111) surfaces as well as electrically active defects observed by
STM on oxidized Si surfaces are discussed.

1. Introduction

In order to understand the relation of surface defects to the well-established field of bulk
semiconductor defects, one must consider the current measurement capabilities re-
quired, the trmnds In semiconductor technology and the dnvelopment of naw methods
to probe surfaces. An outsider can characterize the stud,- if defects In semiconductors
as a field which he'5 fccused primarily on bulk defects which can be weli-characterized
using a variety of solid state measurement techniques. This field has also considered
non-bulk defects, such as arise at the Important Si/SiO 2 interface. Such interface de-
fects have been more complicated to study due to their lower density P"ssociated with
reduced- dlmensionality. For most bulk defects, and particularly for interface defects,
the overall low defect densities requires highly sensitive measurfment methods to-
gether with methods or ways to produce sufficient defects for investigation.

Given the trend in semiconductor device technology to smaller structures, thinner ac-
tive channels, heterostructures and band gap engineered materiale, defects are likely
to continue to play an important role /1/, In particular, Interfacial defects and related

defects In thin layers are likely to occur which are associated with stresses or the sur-
face process involved in the fabrication of these materials. In addition to the possible
technological need to Identify and understand defects in these new materials and lay-

ered structures, new classes of defects may prevail. Here surfaces and Interfaces may

enhance the generation of specific bulk defects which may have altered properties as-

soclated with the different environment, local bonding and kinetics at surface and
interfaces. Given the richness of nature, it is likely ihat mary lterestIng defects at
surfaces and interfaces will arise. Whether we can detect, characterize or relate these

to Important properties of these systems vemains an open question.
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New opportunities to examine and study defects on surfacep have recently arisen with
the development of the scanning tunneling microscope (STM) /2/. This technique allows
the direct imaging and interrogation of surface defects with atomic scale resolution. It
is fair to say that the richness of surface phenomena unveiled by the STM has already
exceeded early expectations and has markedly altered the way surface scientists en-
vision surfaces /3/. With the refinement of the STM together with the extension of these
atom-resolved techniques, further opportunities will arise to understand surface de-
fects. Thus, both the challenge and opportunity to study surface defects exists, even
though it is unclear whether surface defects will play a significant role in future solid
state devices. The ability to observe and characterize surface defects for the first time
is Intriguing and likely holds many surprises.

In this paper I will briefly summarize some of the recent STM studies of semiconductor
surfaces that reveal the richness of surface defects and provide references for inter-
ested readers. Where possible I have attempted to mention surface phenomena which
can be related to bulk defects and their properties. A central theme of these dis-
cussions concerns the use of STM to investigate and understanding surface defects to-
gether with promising new STM capabilities such as ballistic electron emission
microscopy /4,5/, spatially resolved carrier dynamics /6,7/ and ESR with the STM /8/.
This paper is organized as follows: section 2 introduces the STM, its capabilities and
limitations; section 3, intrinsic surface defects; section 4, transition metal impurities,
section 5, compound semiconductors and section 6, oxidized silicon surfaces and spin
detection with the STM.

2. STM and related proximity probes

Scanning tunneling microscopy (STM) was developed by Binnig and Rohrer /2/ and now
has numerous related methods that probe surface electronic structure, forces, electrical
potentials and chemical potentials with varying degrees of lateral resolution. In STM a
fine tip is raster scanned along the surface by piezoelectric transducers with a few volts
or less bias between the tip and sample. When the tip is of the order of 5 A from the
surfaces, tunneling occurs, and the measured tunnel current can be stabilized to a
constant value during scanning using a feedback circuit. The feedback error signal ex-
tends or contracts the piezo to maintain a constant overlap of the tip-sample
wavefunctions. This constant current topograph obtained reflects a contour of constant
charge density of the surfaces /9/, The sp bonding of semiconductors, the localized
nature of Si dangling bonds and their extension into the vacuum, provide rich
topographic features in atomic scale STM images of semiconductors.

For semiconductors bias voltage are typically a few eV with tunnel currents set to -

1/nA for Si and a factor 10 less for GaAs and other compound semiconductors which
degrade at higher currents /10,11/. Since the bias voltage determines which occupied
(or empty) electronic states of the semiconductors are sampled when tunneling out of
(or into) the semiconductor, these topographs also contain spatial information about the
density of states (DOS) at the surface /12/. Measurement of I/V curves and reduction
to normalized conductance (dl/dv / I/V) provides spectra which closely resembles the
surface DOS near the ' point of the surface Brillouin zone. Such spectra can be ob-
tained by momentarily interrupting the feedback loop during a scan /11/. Differential
images at different energies /15/ or more generally atom resolved spectra pixel by pixel
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provide spectroscopic Images of the surface electronic structdre /16/. Such maps pro-
vide a way to identify the origin of new surface states associated with particular vacan-
cies /17/, substitutional defects /18/ or metallic islands /19/, and can also provide
fundamental insight to the bonding at surfaces /20/. The conduction and valence band
edges, together with many surface states lie in the ±3eV range easily accessed by the
tip single bias. Higher tip-sample bias voltage sense Image states /21/ and can also
lead to tip Instabilities.

One of the underlying problems in interpreting STM images is separating the positions
of atoms, ie, surface geometry, from the electron density contours. In many cases even
general knowledge about the nature of the electronic states, apriori, greatly simplifies
interpreting Images. For example, tunneling out of the valence band edge or into the
conduction band edge of cleaved compound semiconductors allows one to image the
anion or cation derived states. The observed chAnge density contours can be related
to detailed atom positions through theoretical calculations /10/. Generally after depo-
sition of foreign atoms and/or high temperature annealling, semiconductor surfaces
b3come greatly rearranged which precludes direct theoretical modeling. STM topog;
raphies and spatially resolved spectroscopy greatly complement classical techniques
by defining overall local periodic structures and delineating local inhomogeneities. The
ability of the STM to define growth, coverage or annealing conditions which produce
single, well-defined homogeneous phases has proven to be extremely valuable for
other quantitative macroscopic measurements and their meaningful analysis.

While the STM is the most developed and widely applied of the proximital probe meth-
ods, several others have been developed. These rely on sensing and feeding back on
local forces (atomic force microscopy, AFM) /23/, local thermal conduction /24/,
capacitance /25/, electrical /26/ and chemical /27/ potentials or current injected thru the
surface layer into the substrate (ballistic electron emission microscopy, BEEM) /4,5/. In
some cases, such as in STM spectroscopy, the feedback control is momentarily or pe-
riodically interrupted so that some other quantities can be measured. AFM's main ad-
vantage is for use on insulating samples and to minimize the electronic contributions
to tunneling that tend to dominate tunneling when at atomic resolution. Atomic resol-
ution has been achieved in AFM /28/ but does not appear to be as common as with
STM. Using magnetic tips or tips with spin polarized states also allow magnetic prop-
erties to be measured /29/. BEEM allows the homogeneity and electronic structure of
buried interfaces to be determined, but lacks atomic resolution due to defocusinr, of the
injected electron beam /4,5/, Other methods such as capacitance microscopy /25/ or
thermal microscopy /24/ require larger tips for sensing and have not yet yielded atomic
resolution.

3. Intrinsic semiconductor surface defects

All surfaces, either cleaved or thermally annealed are defective with respect to the bulk.
The way the surface is formed determines its overall perfection and the new surface
structures that form. Cleavage along a lattice plane results in a sheet of half occupied,

broken bonds. Given the higher energy to maintain these dangling bonds, surface
lattice distortions arise, called reconstruction which reconfigure bond charges to form
pair bonds and minimize the electronic energy. IlI-IV and II-V compound semiconduc-
tors produce flat, idealized cleavage plans along (110) directions. The atoms on these
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surfaces show small but periodic displacements of anions And cation pairs of the out-
ermost atoms /10/. Si and Ge cleave along <1I11I> directions and produce a markedly
different bonding configuration forming it-bonded chains of surface atoms /14/. In
these, periodic lattice distortio'n leads to new double spaced superstructures. The most
prevalent defects existing on cleaved surfaces are due to the occurrence of steps and
domains. Giver the 3 fold symmetry of the (111) surfacett, three possible cleave do-
mains can form. On Si(111) numerous 2xi domain boundaries and atomic steps are
observed. Sample quality and cleavage techniques appear to be the most Important in
altering surface domain production and step density /10/.

More relevant to most practical semiconductor surfaces are the even-lower energy
equilibrium reconstructions which arise upon high temperature annealing at elevated
temperatures. SI and Ge reconstruct to form Wx7 and 2Y8 superstructures at 8900 and
300 0C, respectively. Tho 7x7 structure consists of a very stable -arrangement of several
complex local structures Including ad-atoms (Si atoms aiop 3 fold coordinated surface
silicon atoms which otherwise would have dangling botids), Si dimer bonds, several
missing Si atoms or "corner holes" and stacking faults arranged within the top two Si
bilayers of the surface /30/,. Since this superstructure can farm Independently at differ-
ent locations on the surface, numerous misfit boundaries between different domains
arise. These boundaries appear to be sinks for impurity atoms and also serve as sites
for subsequent nucleation and growth /31/. Recent-studies of the transition from the-2xl
to 7x7 reconstruction reveals defect formation in the surface associated -with the re-
moval of some Si atoms to form the higher density 7x7 reconstruction /32/. Ge(1 11) is
remarkably simpler than Si and reconstructs to form ad-atoms atop the surface which
order approximately every second lattice position but predominately form a Wx super-
structure /33/. Surface domain boundaries tend to permeate this surface due to the
small energy differences between the different local orderings of the Ge ad-atom. The
trade off In local strain energies and the reduction In electronic energy by various local
bonding configurations can readily account for these different structures /34/.
Interestingly epitaxial Si grown on Si(1 11) 7x7 at lower temperatures can assutme a 5x5
reconstruction analogous to the 7x7 structures due to the different stress at lower
growth temperatures /30/. Local stress from the substrate also encourages epitaxial
Ge to grow on Si(1 11) In a 7x7 like superstructure initially, a 5x5 at higher coverages
and then revert to the bulk-like 2x structure for thick layers /36/. Steps on both Si(1 11)
7x7 and Ge(1 11) 2x are well-defined and have reproducible structures /35/,

Thermally annealed Si(100) surfaces show a simpler form of reconstruction where Si
atoms on each layer pairs together to form simple dimers which form double spaced
rows along the surface /37/. The dimerizatlon on each layer rotates by 900 between
layers due to the orthogonal projection of the tetrahedlal bonds along each (100) layer.
This bond rotation produces a variety of step terminations and interesting epitaxial
growth habits on this surface, Antiphase boundaries are only observed in low temper-
ature growth of Si In Si(100). They act as nucleation sites for subsequent liyer forma-
tion and promote multilayer growth instead of layer by layer growth /38/. As
subsequent layers grow, the Initial defects on the starting surface remain in the under-
lying layers with Improved perfection /37,38/ - the well known regrowth procedure for
MBE growth on Si(100).
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One of the current complications in understanding surface defects of thermal annealed
samples is distinguishing intrinsic surface defects from extrinsic defects. Unfortunately,
STM lacks a quantitative experimental approach to Identify elements., As sample
cleaning procedures and UHV system cleanliness have improved over time, defect
densities have become reduced. Some extrinsic defects associated with dopants and
metal impurities have been identified and are discussed in section 4. Bulk p-type
dopants have also been invoked to explain missing atomic features, such as for exam-
pie adatoms on Si(111) 7x7 surfaces, since when substituted for Si atoms can reduce
valence bond charge and can eliminate expected occupied dangling bonds /39/.
Studies of As and Sb terminated surfaces confirm these general ideas of conservation
of valence bonding and electron counting /401. However, details of local strain fields
and competing lower energy structures produce alternate, unexpected new structures
and arrangements of valence bond charge. Several point defects in elemental semi-
conductors have shown time dependent changes in atomic positions at room temper-
ature, ie. atoms hopping between two bonding positions /41/. In contrast, atoms near
steps always tend to be stable. Such metastable structures may also be induced by the
local fields or forces associated the with probe tip. STM studies at temperatures up to
300°C have revealed atomic motion and the dynamic nature on both Si and Ge surfaces,
even concerted motions of islands /42/!

Electrical properties of defects on the technologically important Si(100) surface have
been studied using tunneling spectroscopy /3/. Certain defects produce asymetric
charge densities on Si dimers producing alternating buckled dimers /37/. Pairs of half
dimers are frequently observed and produce states near the Fermi level /3/. Carrier
recombination centers have been deduced by measuring the induced photovoltage with
the STM tip on different defects /6,7/ and for epitaxial structures on the (111) surfaces
/43/. On Si(100), certain arrangements of atoms at steps, particular terminations of
epitaxial Si islands and the pairs of half dimer defects provide strongly enhanced sur-
face recombination /44/.

4. Transition metal impurities

Transition metal impurities have long plagued studies of thermally annealed elemental
semiconductors surfaces with small impurity levels in many areas producing totally new
surface reconstructions. Nickel from stainless steel components In vacuum systems has
produced impurity stabilized reconstruction on both Si(111) and Si(100) surfaces
/45,46/. The presence of these impurities on the order of 0.5 to 2% have been deter-
mined with other chemically sensitive surface methods such as Auger spectroscopy.
On Si(100) this Ni impurity manifests Itself as pairs of dimer vacancies which at higher
concentrations align between several neighboring rows of dimers to form a 2x8
periodicity /45/. On Si(111) a new 1j9x,19j arrangement of Si atoms is observed. In
neither case are Ni atoms believed to be directly observed in STM since the Ni s-states
are diffuse and have a low DOS while the Ni d-states are too spacial contracted to be
directly Involved In tunneling. In various STM studies of Si(111) samples, small quan-
tities of metal impurities frequently appear as if they were swept out of the local 7x7
structures after annealling to produce donut shaped structures approximately 6 A in
diameter at or near 7x7 domain grain boundaries. Pd Mo, Ni and Co impurities all ap-
pear to produce similar donut shaped grain boundary impurities /47,48/. Pd and Mo
impurities not only get concentrated or squeezed into the boundaries between different
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7x7 domains but also get pushed into the inside lower terraces of stepped Si(111) sur-
faces /47/.

Recent STM studies of low coverages (0.02 monolayer) of cobalt on Si(1 11) annealed to
600°C has revealed a single phase of these disordered donut structures all centered
over similar lattice sites /48/. Medium energy, ion channeling and blocking experiments
on this same system has revealed the location of the cobalt atoms to be in substitutional
sites with six silicon atoms atop the cobalt and bonded to adjacent Si atoms /48/.
Interestingly these-ring like structures are also generally observed near the perifery of
Pd2Si islands formed after low temperature deposition and appear to be involved in
surface diffusion of Pd at lower temperatures /47/.

In addition to this novel ring structure other defects are observed on metalized Si sur-
faces. Different epitaxial silicides grown on Si(111) show varying degrees of perfection
which are associated with local stress arising from lattice mismatch. Top surfaces of
some silicides exhibit large numbers of missing local stress arising from atom defects
/47/ or silicon ad-atom superstructures depending upon coverage and temperature /51/.
Lattice defects have also been observed and characterized for several non transition
metals. Missing atoms as well as Si substitutional defects have been spectroscopically
characterized for the V3x /3 Al ad-layer structure on Si(111) /18/. These silicon atoms
provide an extra electron and produce localized states near the Fermi level.

5. Compound semiconductors

As noted earlier, compound semiconductors produce uniform step free (110) cleavage
planes. Local defects indicative of missing atoms arise on both GaAs and In Sb (110)
surfaces /11,51/. In particular excess charge and its local redistribution near vacancies
have been used as evidence for anion vacancies in InSb(110) while larger vacancies
with minimal charge redistribution are taken as Schottky defects /121. The most dra-
matic manifestation of charge redistribution and transfer on semiconductors arises for
0 ad atoms on GaAs /51/. Bulk dislocations have been generated in compound semi-
conductors by straining the crystal /53/. Examination of the resulting cleaved surfaces
shows the expected structure of various dislocations at the surface. Interestingly no
evidence of charging at these GaAs dislocations have been observed. Surface dislo-
cations have also been observed on epitaxial Ge on Si(111) /35/. A network of dislo-
cations at the interface of thin Ge layers on Si(111) is visible In the STM topograph of
the Ge surface, presumably via the strain arising at the interface /54/.

Recent in-situ STM studies of MBE grown GaAs(100) /55/ have revealed highly
imperfect, irregular structures with well defined subunits. These units on average
combine to form the long range periodicities seen by diffraction methods.

6. Oxidized silicon surfaces

UHV oxidation of silicon in the monolayer regime results In an atomically structurless
undulating surface topography even starting from atomically flat Si(100) surface /56!.
The small spacings between Si-0 bonds together with the amorphous nature of
SiO/SiO2 are envoked to account for the lack of atomic features. Despite the lack of
atomic scale features, two striking electronic properties have been noted in STM work
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on these surfaces. The first is the temporary trapping of charge within the oxide layer
at specific sites /56,571. Here the coulomb field of a trapped electron blocks tunneling
and markedly reduces the tunnel current. After a milli to microsecond the electron is
released and the tunnel current returns. The trapping and decay rate of this process is
usually sufficiently rapid that the fluctuations are integrated by the feedback loop and
do not show up in the topographs. Single and double electron traps are found, and
trapping sites observed generally clustered together in different regions of the sample
and are distributed at different depths in the oxide layer /56/. The second property is
the occurrence of RF noise at special atomic locations on oxidized Si(111) /8/. This
property is attributed to the precession of individual paramagnetic centers in the ex-
ternal magnetic field which modulates the tunneling signal. Given the significance of
detecting individual spins with STM ano the wide use of ESR in semiconductor defect
studies we discuss this phenomena in more detail. Such spin resolved STM may also
provide additional chemical and structural information than currently possible with STM
alone.

A simple classical argument suggests that the local magnetic field - 1 A away from an
isolated electron spin should produce a Lorentz force on the tunneling electrons which
is comparable to their electrostatic field and thereby deflect the tunneling electrons.
The Larmor precession of the magnetic dipole arising in a static magnetic field will then
produce a modulation in the tunnel current at the Larmor frequency. The magnitude
of this modulation is unknown since the detailed coupling mechanism between the spin
and tunneling electron is certainly more complex than the classical argument suggests.
For example, indirect magnetic interactions of the dipole with the substrate DOS may
arise /58/ or direct spin-orbit interactions may occur /59/. Another important point that
pervades all measurements of isolated quantum systems is that the tunneling electrons
perturb and change the quantum state of the system. One can consider, the extra RF
impedance at the Larmor frequency seen in our tunneling detector to be quantum me-
chanically derived from the dephasing process or excitations between the tunneling
electrons and the local spin.

In our initial experiments the RF system allowed the detection of a 0.25nA RF modu-
lation /81. One of the difficulties of these experiments is the infrequency of observation
of these RF sources on the surface. The overall response of the RF noise spectrum
analyzer was relatively slow making scanning both frequency and position tedious.
Recent work by Welland at. al. /60/ has improved the detection sensitivity by adding a
modulation coil to modulate the magnetic field and has used lock-in detection tech-
niques to increase signal to noise. This work also formed a high density of reproducible
signals by depositing large organic free radical molecules on surfaces.

One can also ask why free spins are not observed on other semiconductor surfaces.
The absence of STM spin precession from the high density of the dangling bonds on
clean Si(111) 7x7 is reasonable given the fact that ultra-sensitive ESR studies conclude
that these dangling bonds are too strongly interacting with one another to be observed
/61/. Similarly, the dangling bond defects of Si in the 1 3 x 4 3 AI/Si(111) structure is
expected to produce free spins /181 and were also investigated in these early studies
/8/. The absence of RF signals from these local dangling Si bonds can again be attri-
buted by their high density which allow them to interact with one another which pre-
sumably broadens the "signal'.

=4 -- --_
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Given the magnetic field dependence and reproducibility of the Larmor signals seen on
oxidized silicon, it is likely that the signal arises from a paramagnetic center in the
oxide. Several possible spin centers in S102 interfaces are known to exist - most notably
the Pb center /62/. However, the occurrence of the spin signal at Irregular structures in
the oxide suggest the possibility of a trapped electron or superoxide (02) species in a
dislocation. One limitation of these first measurements is that the uncertainties in the
magnetic field (- 1/%) were sufficient to prevent chemical use of the determined g
value. Also, the high local electric fields of the tip near a local magnetic moment is
expected to modify the determined g-value. Thus, although there are still many open
issues and questions about probing free spins with the STM, the potential exists.

7. Conclusions

Recent advances in surface science, most notably the development and use of the STM,
has shown the large variety and degree of defects existing at semiconductor surfaces.
Many analogies to bulk defects and properties for vacancies, anti-site defects, charge
trapping, meiastability, and transition metal impurities at surfaces have been observed.
As the STM is gradually developed and improved as a phvsical probe to measure
properties, more detailed and specific information about such defects is likely to be-
come available. Initial STM work to probe individual paramagnetic centers In semi-
conductors Is encouraging but primitive with many improvements still possible.
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THE ATOMIC AND ELECTRONIC STRUCTURE OF ORDERED BURIED
B(2 x 1) LAYERS IN S1(100)

M. Needels, M. S. Hybertsen, and M. Schluter
AT&T Bell Laboratories, Murray Hill, NJ 07974, USA

ABSTRACT

It has recently been demonstrated that one half monolayer of boron forms a (2 x 1) reconstruction
on the Si(100) surface and this periodicity is preserved after subsequent epitaxial Si overgrowth. The
atomic geometry and electronic band structures of an ideal half monolayer of substitutional boron are
determined by first principles total energy calculations. Two predictions are made. First, the Si epi
layer is displaced -0.35A with respect to the substrate. Second, the hole induced by each boron is
distributed across three distinct deep impurity bands.

1. Introduction

It has recently been found in semiconductors that the symmetry of certain ordered adatom
reconstructions can be preserved when epitaxial overlayers are grown at low temperatures. 1

Consequently, the overgrowth results in a "8-doped" buried layer of impurity atoms with a high
degree of lateral translational order. We study here the system of boron on Si(100) which has
recently been prepared in the laboratory. Low-T (-300 0C) Si overgrowth over B on a Si(100), in
contrast to Si(l 11),2 surface preserves not only the original boron order, but also results in a
crystalline instead of an amorphous Si overlayer. This system is thus a good candidate for producing
electrically-active ordered doping layers in crystalline silicon with the potential for high carrier
mobility.

2 .3

2. Calculational Method

We have performed ab initio total energy calculations of substitutional boron both in the Si(100)-
(2 x 1) surface and in a (100)-(2 x 1) buried layer using methods described elsewhere. 4 In brief,
the calculations are done within the Density Functional Theory framework, using the Local Density
Approximation (LDA) with the Perdew-Zunger parameterization of the Ceperley-Alder electron gas
correlation energy. We use norm-conserving, separable, non-local pseudopotentials, optimized for
convergent plane wave expansions. The cutoff energy for the plane wave expansion is 20 Ry. For
the Si(100) surface, we use a slab supercell geometry ten layers thick and hydrogen terni'nated on
one side. For the buried boron layer, we use a supercell twenty atomic layers thick in the (100)
direction. This amounts to - 9000 plane waves with the 20 Ry cutoff. Eight k-points in the
irreducible quarter of the (2 x 1) Brillouin zone are used to construct the charge density and 45 k-
points are used to compute the Fermi surface. The self-consistent LDA equations are solved using on
an iterative modified Car-Parinello scheme.
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3. Results and Discussion

We first discuss the results of our calculations on the Si(100) surface, which forms a
(2 x 1) "dimer" reconstruction. 5 When boron is deposited on the on this surface, a new
reconstruction occurs with a similar (2 x 1) periodicity.1 This pattern is found to be
stable with 1/2 monolayer boron coverage and becomes increasingly disordered at higher
coverages. Using this information, we conduct a limited search, in order to understand
how an ordered, buried 8-doped layer might be formed, for the equilibrium substitutional
configuration of the boron (2 x 1) covered Si(100) surface. We find that dimer
formation remains favorable. However, some sites are much lower in energy than others.
Figure 1 shows a side view of the Si(100) surface with the sites where we considered a
substitutional boron atom labelled A-D. We find the sub-surface position B to be 0.11,
0.65, and 0.40 eV lower in energy than sites, A, C, and D, respectively. We thus believe -
that boron occupies a subsurface position on Si(100), in analogy to Si(1 11).6 No
experimental data are available yet for the boron position on the Si(100) surface. Since
we find position A only slightly higher in energy, it is likely that an experimentally
prepared surface (30 sec anneal at 450*C) contains some disordered mixture of A and B
positions. Nevertheless, high quality 8-doped buried layers are more likely to be grown
because the lowest energy position for the substituitional boron atom is subsurface in
contrast to a site on the surface.

TOP VIEW 0o 0
ooo ATOM

00 00
000

0
SIDE VIEW

Ai

Fig. 1 Sketch of the structural arrangement on
Si(100) (2 x 1). The top figure shows a
(2 x 1) unit cell with a boron acceptor
Bohr-radius superimposed. The bottom
figure shows a side view of the surface
with individual atomic sites for boron
substitution labelled A-D.
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We now discuss the buried boron layer, beginning with the geometric structure. For our
calculations, we assume a perfect substitutional (2 x 1) pattern for a half monolayer of
boron buried in crystalline silicon, but allow for both atomic and volumetric relaxation.
Consequently, we have one boron atom in our unit-cell. This model of the buried-layer is
reasonable for the following reasons. It has been found from transmission electron
diffraction and from grazing incidence x-ray diffraction that an epitaxial layer of Si can
be grown at 300°C on this surface without qualitative change of the (2 X 1) pattern. 3

Segregation studies using Auger spectroscopy indicate that- at least 50% of the boron
remains in the original ordered layer. Finally, channeling studies suggest substitutional
boron sites. 3 Our most important geometric result is a large contraction of the interlayer
spacing in the z-axis direction. Because baon has -a covalent radius 0.29 angstroms
smaller than that of silicon, we expect a sizable reduction in volume/atom near the boron
layer. However, the (2 x 1) symmetry constrains -the x-axis and y-axis inter-layer
spacings to remain at their bulk values but allows the z-axis spacings to change. We
calculate a igid body displacement of the Si layers, upon crossing the boron layer, of
Az=-0.35A, with the distortion confined to two to three layers on each side. Beating
patterns seen in grazing incidence x-ray scattering 7 can be fit with Az=-0.45±0. 1 A,
with the distortion extending over fewer than 4 layers on either side, which is in excellent
agreement with the theoretical predictions.

Finally, we discuss the electronic structure of the boron buried layers. Each boron atom
in the 8-doped layer adds one hole to the-valence band. A-top view of this layer is shown
in Figure 1. The large circle shows the extent of the Bohr radius of the hole
wavefunction in the effective mass approximation. Because of the large overlap between
neighboring boron atoms, we expect a strong interaction between their electronic states.
Figure 2 shows the z-axis profile (x-y integrated) of the hole distributionb which extends
over -7A (FWHM). This result is in rough agreement with the (9.4A) width of an
isolated boron effective mass impurity.

0.25

0.20-

0 0.15
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0.05

0.00Q
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53~

Fig. 2 Calculated hole distribution profile along
the (100) direction, integrated over the
(2 x 1) unit cell. The width at half
maximum is comparable to that of an
isolated boron impurity.
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Because the wavefunctions of the (2 x 1) ordered boron atoms overlap strongly in the
x-y plane, a deep level 2-D impurity bandstructure results instead of a shallow impurity
level. Furthermore, the anisotropic crystal field (xeyaz) splits the p-like states into
three bands with different masses. The bandstructure is shown in Figure 3, where the
Fermi-energy is the zero of energy. As usual, the projected Si bulk bandstructure is
superimposed onto the impurity bandstructure. The Fermi-level lies slightly above the
valence band maximum, consistent with the experimental finding that 100% of the boron
dopants are electrically active.3

2.0 -

1.5

1.0 - -- P x
....... Py

0.5 - Pz

0.0 EF

-0.5

-1.0

-1.5i
Tr J

Fig. 3 Two-dimensional bandstructure of Si(100)
(2 x 1) B. The boron induced impurity
bands are coded according to their p x
(dashed line), py (dotted line), or Pz (full
line) character. Overlayed is the projected
Si bulk band-structure, with the bulk
conduction band rigidly shifted so the gap
matches the experimental value.

It is instructive to further analyze the impurity bandstructure. Figure 4 shows charge
density contour plots of p holes in the individual three impurity bands (at k = 0). The
contours indicate p-like functions, strongly localized at the boron atoms. At k = 0 the
crystal field places the Pz orbital above the ps orbital (along the short (2 x 1) direction)
and th. p y orbital, which are nearly degenerate. As expected, the dispersion of the planar
p orbitals is stronger along the orbital direction (a) than perpendicular to it (n). Because
of the strong orbital overlap this dispersion difference is approximately independent of
short or long (2 x 1) direction. The bandstructure in Figure 3 is coded to reflect the
orbital character and band crossings. Keeping in mind that this is an LDA bandstructure,
there is some uncertainty in the position of the gap states with respect to the band edges.
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Fig. 4 Charge density contour plots of hole carrier

distributions arising from the three imipurity
bands at k = 0 in Figure 3.

As seen from Figure 3 the Fermi-level crosses all three impurity bands giving rise to
three separate sheets of the Fermi surface with varing orbital character (see Figure 5).
There exists the possibility for a series of optical interband transitions in the 0.5-1.0 eV
range. Carriers are all hole like and strongly confined (within -4A) to the 2D dopant
layer. Their effective masses in the x, y plane are very anisotropic. Along the dispersive
aY-directions the p,,, Py masses are comparable to the Si light hole mass, while along the
71-direction they are very heavy. The pz mass is more isotropic and similar to the Si
heavy hole mass.

We are currently investigating how much residual boron disorder will limit electron
mobilities. The confined 2D nature of the hole wavefunction strongly samples this
disorder. More knowledge about the disorder will help to understand details of the
impurity scattering, and hopefully suggest avenues to increase mobilities that could lead
to new improved semiconductor devices.
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Fig. 5 Shape of the three Fermid-surface sheets in
the (x-y) plane labelled corresponding to the
p x o Py, or pz character of the bands, shown
in Figure 3.
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ABSTRACT

General arguments are presented which tend to show that near semiconductor

surfaces, adatom-substrate bonds are likely to exhibit negative U behavior. A

direct simple tight-binding calculation shows that it would be notably the case

of gold and alkali atoms adsorbed on GaAs(l0). This explains the pairing of

adatoms as observed in STM experiments. The calciLated ionization levels also

are in good agreement with the experimental values.

1. Introduction

A controversy stili exists to explain the formation of the Schottky barrier. The

defect model assumes that the metal Fermi level is pinned by deep levels due to

defects (for example antisites) located near the metal-semiconductor interface.

The other popular model assumes that the Fermi level is pinned by the Metal

Induced Gap States close to a so called 'Charge neutrality Level'. From the

experimental point of view, scanning tunneling microscopy (STM) experiments give
informations not only on the atomic structure of the adsorbate and on the

adsorption site but also on its electronic structure [1-6]. The STM current
versus voltage exhibits two peaks respectively close to the conduction and the
valence bands characteristic of the adsorbate. These peaks would correspond to

positive or negative ionization of the adatom depending on the sign of the

current between the STM tip and the sample. Photoemission [7-9] measurements
show the same picture of the occupied states as STM. High resolution electron

energy loss spectroscopy has also been used to get the excitation spectrum [101.

On the other hand, theoretical calculations have tried to determine the stable

adsorption site and the electronic density of states close to the semiconductor

band gap [11-15]. Due to the odd number of electrons on the adatom, the theory

predicts that the Fermi level is pinned by the adatom-substrate bonding state in

a high density of states energy region. This has never been observed, the

surface being non metallic at low coverages [1,7,9-10). Pairs, clusters or

chains of adatoms are also observed by STM which tends to support the idea of an

attractive interaction between the adatoms.

In the first section, starting from the hydrogen molecule we show that a

monovalent atom adsorbed on the empty Ga dangling bond on the QaAs(110) surface

is a good candidate to get a negative U center. The concept of negative U was

first introduced at a general level by Anderson (16] and was observed for the

vacancy in Silicon [17-18]. Since that time, it has been commonly accepted for

numerous point defects in semiconductors.
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Then in the following section, we develop a simple tight-binding model of the

adsorption on a Ga dangling bond. It allows to calculate the bond ionization

energies which are compared to the STM measurements. Finally we discuss some
other cases where the same effect could occur.

2. The negative U center

Let us consider a bond between two atoms like it occurs in molecular hydrogen

[19]. The total energy of the bond Etot(N) is a function of the number N of
electrons which occupy the bond and which can be equal to 0, 1 or 2. The
ionization level e(N+1,N) is defined by

E(N+lN) = Etot(N+l) - Etot(N) (1)

which obviously is equal to minus the ionization energy from the bond in state

N+1 to state N. In our case (N=O, 1 or 2) two levels e(2.1) and c(1,O) can be
defined and the system effective U* is given by

U" = e(2,1) - c(i,0) (2)

The U" value is fixed by two contributions. The first one is the

electron-electron interaction Ue which only exists for N=2 and is positive. This
is the only contribution in the case of free atoms. For covalent bonds, there is

an other contribution due to the fact that the bond strength increases with N.

This adds a negative term Ur to U. essentially due to atomic relaxation.

To show the cancellation between Ur and U., let us consider the simplest case of
the hydrogen molecule. The total energy Et0 t(N) of the molecule as a function of
N is

Etot(N=2) = 2 E_ - 6E(H2)

Etot(N=l) = Ex - 6E(H-) (3)

Eto t (N=0) = 0

where E3 is the total energy of the free hydrogen atom. &E(H2 ) and WE(H*) are

the binding energies of the molecule H. and H* (respectively equal to 4.72 and

2.78 eV). This leads to an experimental value U' equal to 0.84 eV much smaller

than the electron-electron interaction U. one can estimate from the size of the
molecule to be larger than 18 eV. The change of the molecule binding energy from

N-1 to N-2 is also accompanied by a reduction of the atomic distance from 0.106

nm to 0.074 nm showing the increase of the interatomic bond strength.

For defects in semiconductors, both U, and Ur are reduced from the free bond
value: U. by a factor roughly equal to the material dielectric constant and Ur
by the existence of elastic restoring forces between the defect and the crystal.

The result is that Ur can be smaller or larger than U. leading to positive or

negative U situations.

According to the preceeding arguments, for an atom adsorbed on a semiconductor _



Materials Science Forum vols. 83-87 1399

surface, the electron-electron repulsion Ue would also be reduced but in this

case by the semiconductor dielectric constant near the surface e. which is in
the classical limit equal to (e+1)/2 * On the other hand, the adatom-substrate

bond has one free end and there will be no reduction of the relaxation energy

compared to the free bond. Then U* would be smaller than U. and the adatom is a

good canditate for a negative U° center.

3. Tight-binding model of the adatom-substrate bond

To check the validity of the preceeding conclusion for the adatom, we have

developed a molecular model for the adsorption of gold or alkali atoms on

GaAs(110) [20]. We consider that adsorption occurs "on top of the Ga dangling

bond" which gives a maximum binding energy [14) in our model and which is also

observed by STM[1,6]. We use a nearest-neighbors' tight binding approximation as

described in [141. The interactions between the adatom and the surface are taken
from Harrison's law [21]. The Au d electrons are neglected so that Au adatoms

are treated like alkali atoms. The Ga atom nearest neighbor of an adatom is

taken at its unrelaxed surface position whereas all the others surface atoms are

assumed to stay at their free surface relaxed positions. The reason for this

comes from the fact that the relaxation of surface atoms is directly related to

the broken bond character and to the filling of the dangling bond state which

are modified only for the Ga atoms first nearest neighbors of the adatoms. Such

a result has been recently demonstrated for the adsorption of Na atoms on

GaAs(110) [15). We also consider that, for the adsorption in the neutral state,

the adatom-Ga bond length is the sum of both atomic radii. This generally gives

good values for most conventional single bonds.

In a molecular model, we only consider the interaction between the s adatom
state and an isolated sp3  dangling bond. The corresponding effective

tight-binding intreaction between these two states is adjusted to give the same

levels as a full model in the case N=I. The s state level E. depends on the
orbital occupancy n. through the Coulomb interaction U.. E. is determined from
the free atom Hartree-Fock value EHF [22) by adding half the Coulomb term U., to
compensate for the change in the selfexchange between the free and and the

adsorbed atoms:

UH UHF e 2E-+ - -J - (n. -l (4 )
2 2(R+X)

E. E.0 + U n.

where U* also takes into account the reduction of the intraatomic Coulomb term

by the image charge potential we have taken here in the limit of large substrate

dielectric constant.

The dangling bond orbital energy Ed also depends of its electron occupation

which is equal to (N-n.)

Ed = Edo * Ud (N-n) (5)
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where Ud is the dangling bond intraatomic Coulomb interaction [23] and N the
bonding state occupancy (N=Oi or 2).

In the molecular model, the bonding state E. which depends on the electron
occupation N is given by

Eff(N) &Z p2 (6)
2

where 0 is the effective tight-binding interaction between the s adatom state
and the sp3 dangling bond. It depends on the bond occupancy N through the

interatomic distance RN

O= P0 exp(-qRN) (7)

&N is simply equal to (E.-Ed)/2. A repulsive term C0exp(-qRN) is added to the
bond energy to account for the short range interatomic repulsion. Then in order
to get the total energy Etot(N) we must substract the Coulomb terms counted

twice in the one-electron energy

Eto,(N) f N _ + U - U* 2-- d  2 + C0 exp(-pR,) (8)

The selfconsistent solution is obtained by minimization of Etot(N) with respect

to n. keeping N and RN constant. Then the equilibrium distance is calculated by
minimization with respect to RN . One generally estimate that p is close to 2q
[24]. In the case p=2q, the calculation is analytic and from equations (1) and

(2), one gets [20]:

41 (62 + 3 )
&2 + 132088

Let us first remark that U* is always smaller than U. and Ud and that the

experimental value (-1.7 eV) is then incompatible with the estimated value of Ud
(-0.6 eV [23]).

To compare with the preceeding section, let us consider the case of a covalent

bond where U.=Ud=UH. We get

OffU (10)

The contribution U* in such a simple model is simply equal to half the free atom

value U as an extra electron is shared by the two atoms of the bond. One can

also see that tha reduction due to the bond relaxation Ur is not negligible as

it is equal to the hopping integral 11 between the two atoms for N=I.

In the 2=qe of an ionic bond as a gold or alkali adatom on GaAs(11O), U' is
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negative provided UdU(4(6fi+3 ) . The dangling bong Coulomb repulsion is small

("0.6 eV [23]) as U, which is of the order of 1 eV. As 4Fq2 is close to 1.2

eV, we get for this system a negative U" value (--0.6 eV), a conclusion which
holds true in a broad range of values of the parameters.

4. Comparison with experimental results

In view of equation (2), a negative U° value means that the levels e(2,1) and

E(1,0) occur in inverted order. In other words, that also means that one gets

Etot(N=O) + E,,t(N=2) < 2 Etot(N=l) (11)

which means that for a globally neutral interface the stable situation

corresponds to an equal number of positively (N=O) and negatively (N=2) charged
adatom-Ga bonds. This will clearly favor the formation of pairs of bonds in
opposite charge states in view of their electrostatic interaction equal to minus
e2 /Ed where d is the interbond distance and C. the surface dielectric constant.
The total energy of such a pair containing two electrons (two in a bond, zero inthe other) is

e2

Ep(N=2) = Etat(N=2) + Etot(N=O) ( (12) A

which represents the basic stable entity. For such a pair the energy levels
correspond to ionization of either one electron or one hole. The corresponding
total energies E (N=3) and E (N=l) are respectively equal to Eto t(N-2) Etot(N1)
and Eto (N=E)+ Et(N=O) with no electrostatic contribution since one of the
member of the pair (with N=1) is neutral. The corresponding ionization levels of
the pair are

esd

el(2.1) e (2,1) d

P e d

Their energy distance is equal to 2e  -U", i.e. in the normal order since U"
Ed

is negative. A reasonable value of d can be estimated of the order of 10 a.u.
With e, close to 7, this gives e2/ed-0.4 eV. Thus the distance between the two
levels comes out to be 1.4 eV in our model.

This prediction of these ionization levels at E£-O .1 eV and Ev -0.4 eV
corresponds quite well to the peaks observed by STH which are located at E.-0.5
eV and E.-O.7 eV for Au adatoms [1]. For Cs adsorbed on GaAs(i10), the bond with
the Ca atom is more ionic. We find the ionization levels equal to E.40.3 eV and
E *0.5eV whereas the experimental values are Ec.0.2 eV and E,+0.25 eV (6-7].
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5. Conclusion

We have developped a simple tight-binding mod6l to study the relaxation of the
bond between a monovalent atom adsorbed on GaAs(110). In agreement with simple
arguments deduced from molecular hydrogen, we have found that such a system is a
negative U center. The present results should be applicable to other situations
with unfilled bonding states. This would also be the case for example of
monovalent adato3s on GaAs(iil) Ga terminated surface. Due to Ga vacancies in
the surface plane, the electronic structure of this surface is quite similar to
the GaAs(110) one with a full As derived dangling bond state and an empty Ga
one. If gold or alkali atoms are adsorbed on the Ga dangl4 bonds, one would
also get negative U centers for this system.
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ADl INITIO CALCULATIONS ON EFFECT OF Ga-S BONDS
ON PASSIVATION OF GaAs SURFACE

-A PROPOSAL FOR NEW SURFACE TREATMENT

TAKAIIISA OIINO AND KAZUMI WADA
NIT L.SI Lboratories, 3-1, Morinosafo Wakanziya, Atugi-shi, Kanagawa243-Oi, Japan

ABSTRACT

In order to elucidate the passivating effects of the sulfide solution treatment on GaAs surfaces, we
have investigated the structural and electronic properties of the sulfur-adsorbe GaAs surfaces by
using the ab h"uj pseudopotential method. The optimal adsorption site of sulfur atoms is dee-nnd
and Ga-S bonds are found to be stably formed on the sulfur-treated GaAs surface. We have shown
that the stable Ga-S bonds remarkably reduce the surface safte density in the GaAs midgap rin
and shift the Fermi level toward the valence bend maximum of GaAs. The sulfur passivation of
GaAs surfaces can be explained quite well in terms of the formation of Ga-S bond on the
sultur-treated surface, without introducing any disorder or defect near the surface. Based on the
calculated results, we propose a new sub-suface structure which can passivae GaAs surfaces
more effectively than the sulfur treatment alone. in our few structures, atomic layers of other
semiconductor with lower valence-band-maximum wre deposited on GaAs surface before the sulfur
treatment, which can be experimentally achieved by the atomic laye passivation (ALP technique.
it is shown that the proposed structures further improve the surface electronic proper ies of GaAs
because of the band discont- inuity at semiconductor instfaces as well as t Ill-S bond formation.

1. Introduction

The development of GaAs technology has been impde due to the powr electronic properties of
GaAs surfaces characterized by a high density of surface states. Recently sulfide solution treatments
have been reported to effectively improve GaAs surface propetie h depotion of a thin
Na1 S rim onto the GaAs(0OI) surface can enhance the pbooluminsnc (PL) intensity relative
to the untreated surface.' The (NHd)rS, treatment benefits the performance of minority-carier
devices sensitive to surface vpco -bination, such as hetrojunction bipolar trinsistor. Controllable
Schottky barrier heights are achieved on the (NHJS5 treated GaAs(00) surfae? The sulfur
treatments have been shown to passivate not only the GaAs;(OI) surface but the (110) and (II11)
surfaces as well.)A These experiments have revealedoht the sulfur treatments drastically reduce
the surface state density of GaAs. Conventional explanation of this drastic reduction is based on
the assumption that the sulfur treatm reduces t number of mida As antisile defect states.
This assumption, however has not been justified yet

In this paper, we present a rans-principles study of the structural and electronic properties of both
Ga- and As-terminated GaAs(OOI)-(lx I) surfaces adsorbed with a monolayer of sulfur atom. We
have determined the optimal adsorption sit of S atoms by minimizing the tota energy. and have
evaluated the surface electronic structure for the resulting optimal adsorption con igurations. The
mechanism of sulfur possivation of the GaAs surface is explained in wisof doe dagling bond
termination by S atoms. Fialy, we propose a new metod of surface passrvation in which we
make use of the Ill-S bond formation on surfaces and the band discotinuity at semiconductor
interfaces.

2. Method of calenlatlous

We have performed the first-principles total energy calculations based on the density functional
formalism. Semirelativisti norm-conserving nonlocal pseudopotentials and a momentum-space
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formalism were employed. The wave functions are expanded in a plane-wave basis set with a
kinetic-energy cutoff of 7.29 Ry. Slater's Xax formalism is adopted for the exchange and correlation
energy in the local density approximation. Parameter t is fixed to be 0.7.

The surface is simulated by a slab geometry. The
unit supercell for the GaAs(001) surface contains
four GaAs layers (i.e., eight atomic layers) plus unit cell
a vacuum region equivalent to about four GaAs
layers in thickness. The slab of four GaAs-layers
exposcs a different surface on each side, namely I
the Ga- and As-terminated surfaces. This polar
character of the GaAs(00l) surface introduces I
some complications to the slab calculations. One
problem is an artificial charge transfer from one *:S
surface of the slab to the other. This is because 0 : Ga
the surface states of cation dangling bonds are 0 : As
located above those of anion dangling bonds. 0 : H
Another problem is the interaction between the
two surface states through the slab. To avoid the
artificial charge transfer and to decouple the two
surfaces of the slab, we terminate the one surface M o'1'o
of no interest by fictitious 11 atoms. When we are
interested in the Ga-terminated surface, for
example, we place two fictitious H atoms with
0.75 nuclear and 0.75 electronic charges on each
surface As atom at the other side of the slab,
which has two dangling bonds containing 1.25 Fig.1. Slab geometry for the Ga-terminated
electrons. When the length of the As-H bond is GaAs(001) surface adsorbed with a S mono-
properly given, the fictitious H atom forms a layer. Fictitious H atoms with 0.75 electrons
completely filled bonding state together with the are deposited on the surface As atoms.
As dangling bond and prevents the charge transfer
from the other surface of the slab. The surface
states associated with the As atoms energetically
leave the band gap region due to tie bond formation hUbig
with the 11 atoms. As a result, only the surface -3.0-'-

states associated with the Ga atoms remain in the >'
band gap region. When the As-terminated surface a),
is investigated, fictitious H atoms with 1.25 top view on-top
electrons are deposited to terminate the surface O -4.0 *Dt Ob
Ga atoms on the other side of tie slab. The pseudo- 9 @,0,
potentials of the fictitious H atoms with 0.75 (or 0

1.25) electrons are obtained by multiplying that
of a normal H atom by 0.75 ( or 1.25). Fig.1 -_._
presents the slab model for describing the Ga-
terminated GaAs(001) surface adsorbed by a S
monolayer. This method is analogous to what was L I
done for the GaAs(001) surface by Qian et al.6  0.0 1.0 20

Adsorption Height- (A)

3. Adsorption of sulfur atoms
Fig.2. Calculated total energies of the S-

First, we address the optimal adsorption geome- adsorbed Ga-terminated GaAs(001)-(lxl)
tries of sulfur atoms on the GaAs(001) surface.' surfaces as a function of the S adsorption
We take into account four possible adsorption height. Four possible adsorption sites are
sites, i.e., the bridge site, on-top site, anti-bridge considered. Total energies are measured
site and hollow site. The calculated total energies relative to the energy in case the S atomsare far away from the surface.
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of the S-adsorbed Ga-terminated GaAs(001)-(lxl) surfaces are plotted in Fig.2 as a function of the
vertical distance between the S and Ga atomic layers. In these ealculations the Ga and As atoms
are fixed in bulk lattice positions. It is shown from Fig.2 that the bridge site is the most stable
adsorption site and the on-top site is the second stablest position. The anti-bridge and hollow sites
are found to be energetically very unfavourable compared with the bridge and on-top sites. The
adsorption energy of a S atom at the bridge site is calculated to be 5.6 eV, which is larger by 1.2
eV than at the on-top site. This difference in adsorption energy stems from the fact that a S atom is
bonded to two Ga atoms in the bridge site, while it is bonded to only one Ga atom in the on-top
site. For the As-terminated surface, S atoms also adsorb most stably on the bridge site, and the
adsorption energy of a S atom is larger by 0.8 eV at the bridge position than at the on-top position.
Furthermore, in tile optimal bridge configurations, the S adsorption energy on the ts-terminated
surface is found to be smaller by 1.3 eV than that on the Ga-terminated surface. That is, the As-S
bond is weak compared to the Ga-S bond. As mentioned below, the As-S bond contains 2.25
electrons while the Ga-S bond has 2.0 electrons. The excess electrons weaken the As--S bond by
occupying an antibonding state. The weak As-S bonds are consistent with the recent experimental
results for the (NI1 4)2S-treated GaAs(001), (11 l)Ga and (11 I)As surfaces.'

3-1. Effect of Ga-S bonds

In Fig.3(a) we present the surface electronic structure of the Ga-terminated GaAs(001)-(lxl)
surface with a S monolayer adsorbed in the energy-optimized bridge configuration. There are two
surface state bands (the D l and D2 bands) near the valence-band maximum (VBM) of GaAs.
These two bands ar6 associated with the S dangling bonds, as shown from the calculated charge-density
contours in Fig.3(b). This surface electronic structure can be explained by using a simple tight-binding
picture. On the ideal Ga-terminated GaAs(001) surface, surface states are present at the midgap
region, which originate from the Ga dangling bonds. By the bridge-site adsorption of S atoms
onthis Ga-terminated surface, a bonding and an antibonding state are formed between the Ga
dangling bond and the S-sp orbitals. The bonding state, which is the Ga-S covalent bond, lies
within the GaAs valence bands and is completely filled. The antibonding state is located within
the GaAs conduction bands and empty. The formation of Ga-S bond leaves each surface S atom
two dangling bonds containing 1.75 electrons. These S dangling bonds generate the surface state
D I and D2 bands, which is located near the VBM of GaAs, much lower in energy than those of the
Ga-terminated surface, because the S potential is much deeper than the Ga potential.

D1

4.0

> 20 0q 0 :S

Ga

~00 02
-- D2

.2.0 -

-4 0 S-
r X M Y I

Fig.3(a). Calculated electronic structure of Fig.3(b). Charge density contour plots of the
the Ga-terninated GnAs(001)-(lxl) surface DI and D2 states at the M point for the S-ad-
with a S monolayer adsorbed on the optimal sorbed Ga-terminated GaAs(001)-(lxl) sur-
bridge position. The surface state D1 and D2 face. The plot for the DI state is in a (110)
bands originate from the S dangling bonds. plane including the Ga-S bonds, and the plot

for the D2 state in a (-110) plane including no
Ga-S bonds.
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In this way, the adsorption of a sulfur monolayer on the Ga-terminaled GaAs(O0l) surface replaces
the midgap Ga-related surface states with the S-related surface states near the VBM, resulting in
the shift of the Fermi level toward the VBM. The Fermi level shift is consistent with the experiments
showing that the band bending for the unpassivated n-type GaAs surface is increased after sulfur
treatments.' The deep level transient spectroscopy (DLTS) measurement has shown that the midgap
level in as-grown GaAs(00l) samples is greatly reduced after sulfur treatments, while the level
near the VBM remains with a high density.9 The calculated surface state bands are also in
agreement with this experiment. The surface states near the VBM will be inefficient recombination
centers due to their high thermal emission probability. 0 Thus, the surface recombination velocity
will be drastically reduced after the sulfur adsorption.

The fact that the S dangling bonds are not completely occupied indicates that possibility of a dimer
formation of S atoms in the bridge position. Actually, the total energy calculations have shown
that the surface S atoms can be dimerized at the S-adsorbed Ga-terminated GaAs(0O1) surface.
The reduction in the S-S bond length, however, is much smaller than that of the Ga-Ga dimer at
the Ga-terminated surface. Furthermore, the S--S dimer formation energy of 0.13 eV is one order
of magnitude smaller than that of 1.70 eV for the Ga-Ga dimerization. This is.because the S
dangling bond is not completely but nearly fully occupied. The S--S dimer formation is consistent
with the observed (2xl) structure of the S-adsorbed GaAs(O01) surface.3 We have found that the
weak dimers of S atoms do not significantly affect the surface electronic structure. In addition, the
nearly filled S dangling bonds indicate that the S-treated surface is resistant to contamination.

3-2. Effect of As-S bonds

The surface electronic structure of the As-termi- 4.0

nated GaAs(001)-(lxl) surface adsorbed with a S
monolayer in the energy-optimized bridge 2.0 A
configuration is presented in Fig.4(a). The surface
state DI and D2 bands, which originate from the 0.0 D2
S-sp 3 orbitals, are both completeiy filled. That is,
the S dangling bonds are fully occupied at this .2.0 -;

surface. This indicates that no driving force toward
dimerization exists on this surface, which is -4.0;;
confirmed by the total energy calculations. The r x M - r

most striking feature of this electronic structure is
the appearance of a surface A band besides the Fig.4(a). Calculated electronic structure of
D I and D2 bands. The A band has a large dispersion the As-terminated GaAs(001)-(lxl) surface
nearly crossing the GaAs energy gap, and is with a S monolayer adsorbed on the opti-
occupied with 0.5 electrons. It is shown that the mal bridge position. The surface state DI
A band is the As-S antibonding state, from the andD2 bands originate from the S dangling
charge density contour plot in Fig.4(b). For the bonds. The A band is the As-S antibonding
S-adsorbed Ga-terminated surface, the Ga-S state.
antibonding state is located within the GaAs
conduction bands, and can hardly be distinguished A
from other states due to resonance. This is due to
the Ga dangling bond lying above the As dangling
bond. Because of the A band as well as the D2 O C
band, the surface state density of the As-terminated
GaAs(001) surface is not reduced in the midgap
region by the adsorption of a S monolayer. This As "

means that tie surface recombination velocity will
not be reduced at the As-terminated surface. It
should be noted that the S adsorption has quite Fig.4(b). Charge density contour plot of
different effects on the Ga- and As- terminated the A state at the r point for the S-ad-

sorbed As-terminated GaAs(001)-(lxl)
surface. The plot is in a (110) plane in-
cluding the As-S bonds.
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We have found that the formation of stable Ga-S bonds remarkably reduces the midgap surface
state density on the GaAs(l 11) surface as well as on the (001) surface. Furthermore, the adsorption
of other chalcogen atoms(Se and Te) is found to exhibit the passivating effect similar to the S
adsorption." Spindt et al. have discussed the sulfur passivation in terms of the antisite defect
model of GaAs interface states. 2 Within their model, it has been postulated that the sulfur treatment
reduces the number of the As antisite defects, which results in the improvement in surface electronic
properties. The mechanism of the reduction in the number of As antisites, however, has not been
clearly presented. We have shown in this paper that the passivating effect of sulfur treatment can
be quite well explained in terms of the formation of the stable Ga-S bond at the treated surface
and the resultant dangling bond termination by S atoms, without introducing any unclear defects or
disorder near the surface. These results also suggest that the dangling bond at the surface is a more
reliable candidate for the origin of the GaAs surface states, than the defect state near the surface.

4. New method of surface passivation

Although the midgap surface states disappears, the sulfur treatment can't totally eliminate the
surface states of GaAs, that is, there are still surface states near the VBM. Accordingly, we
propose a new sub-surface structure which can passivate GaAs surfaces more effectively than the
sulfur treatment alone. In our new structures, atomic layers of other semiconductors with lower
VBM (such as GaP, AlAs and InP) are deposited on GaAs surface before the sulfur treatment, as
shown in Fig.5. These structu,.s can be experimentally achiev-xd by the atomic layer passivation
(ALP) technique." we have found that the III-S bonds formed on these semiconductors have the
passivating effects similar to the Ga-S bonds on GaAs. Therefore, our ALP treatment is expected
to shift the surface states downward against the VBM of GaAs by the valence band discontinuity at
the semiconductor interface.

S/Ill-V/GaAs structure

S adsorption interface CBM
LS~cV .37eV

S Ga P Ga As
-0

Surface State

-................... VBM

00 ii

Ga--S bond band discontinuity S 2GaP GaAs

Fig.5. Example of the proposed sub-surface Fig.6. Electronic structure of the S/(GaP)21
structure. This figure shows the atomic posi- GaAs(0O1) structure. The horizontal line
tions of the S/(GaP)2/GaAs(0O1) structure, within the band gap of GaAs (or GaP) repre-
where two layers of GaP are deposited on the sents the position of the surface state maxi-
Ga-terminated GaAs(001) surface and then a mum on the bulk GaAs (or the strained bulk
S monolayer is adsorbed on the deposited GaP) adsorbed with a S monolayer, and the
GaP layers. horizontal line drawn on the left is that for

the S/(GaP)2/GaAs structure.
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We confirm that the passivating effect is enhanced by the ALP treatment on the basis of ab initio
calculations. In Fig.6 presents the electronic structure of the S/(GaP)1/GaAs(O01), where two
layers of GaP are deposited on the Ga-terminated GaAs(001) surface and then a S monolayer is
adsorbed on the deposited GaP layers. The atomic positions of the Gap layers as well as the S atom
are determined by minimizing the total energy. Since the lattice constant of Gap is smaller by 4%
than that of GaAs, the adsorbed GaP layers are expanded in the direction parallel to the Interface
and compressed perpendicular to the interface. In the region two atomic layers away from the
GaP/GaAs interface, the averaged self-consistent potential is almost the same as that in the bulk
GaAs or the strained bulk GaP.' Thus, the band lineup at the GaP/GaAs interface can be determined
by combining the potential averages and band structures of the GaAs and the strained GaP. The
obt-,ined valence band discontinuity is 0.30 eV, as shown in Fig.6. For the strained GaP adsorbed
with a S monolayer, the surface state maximum is found to be located 0.50 eV above the VBM of
GaP. For the S/(GaP)2/GaAs(O01), this surface state maximum is expected to shift downward
against the VBM of GaAs by the valence band discontinuity (0.30 eV) at the GaP/GaAs interface.
In fact, the calculated surface state maximum is located 0.24 eV above the VBM of GaAs. In this
way, the proposed sub-surface structures on GaAs can shift the surface states downward against the
VI3M of GaAs, because of the valence band discontinuity at semiconductor interfaces as well as
the III-S bond formation on surfaces. If a species of adsorbate generates surface states near the
conduction band minimum (CBM) of semiconductors different from S atoms, we can passivate
GaAs surface effectively by depositing atomic layers of other semiconductors with higher CBM
and then the adsorbates. In this case, the surface states shift upward against the CBM of GaAs by
the conduction band discontinuity. Furthermore, the carriers are confined in the GaAs substrate by
the conduction and valence band discontinuities. As a result, the carriers won't see the surface
states virtually and the surface electronic properties are expected to be much improved.

S. Conclusions

We have investigated the structural and electronic properties of the sulfur-adsorbed GaAs surfaces
by using the ab initio pseudopotential method. It is found that the stable Ga--S bonds remarkably
reduces the midgap surface state density of GaAs and moves the Fermi level toward the valence
band maximum. The sulfur passivation of GaAs surfaces can be explained quite well in terms of
the formation of Ga--S bond on the sulfur-treated surface, without introducing any disorder or
defect near the surface. In terms of the calculated results, we propose a new sub-surface structure
which can passivate GaAs surfaces more effectively than the simple sulfur treatment.

Acknowledgenents

We would like to thank Dr. Y. Wada for the valuable discussions. We also gratefully acknowledge

the encouragement and support of Dr. K. --lirata and Dr. A. Yoshii.

References

1C. ). Sandroff, R. N. Nottcnburg, I. C. Bischoff and R. Bhat, Appl. Phys. LetL 51, 33 (1987).2.. Fan, H. Oigawa and Y. Nannichi, Jpn. J. Appl. Phys. 27, L1331 and L2125 (1988)
'H. Oigawa, I. Fan, Y. Nannichi, K. Ando, K. Saiki and A. Kora, Jpn. J. Appl. Phys. 28, L340 (1989).
'K. Ucno, T. Shimada, K. Saiki and A. Koma, Appl. Phys. LeU. 56, 327 (1990).
'j. lhm, A. Zunger and M. L. Cohen, 1. Phys. C12, 4409 (1979).
"G.-X. Qian, R. M. Martin and D. J. Chadi, Phys. Rev. B38, 7649 (1988).
7T. Ohno and K. Shiraishi, Phys. Rev. B42 11194 (1990).
'C. J. Spindt, D. Liu, K. Miyano, P. L. Meissner, T. T. Chiang, T. Kendelewicz, I. Lindau and W. E. Spicer, Appl.
Phys. Lett. 55, 861 (1989).
'D. Liu, T. Zhang, R. A. LaRue, J. S. Harris, Jr. and T. W. Sigmon, Appl. Phys. Lett. 53, 1059 (1988)
'OW. Shockley and W. T. Read, Phys. Rev. 87, 835 (1952).
1T. Ohno, to be published in Surf. Sci.
'2C. 1. Spindt and W. E. Spicer, Appl. Phys. Lett. 55, 1653 (1989).
'3Y. Wada, Y. Mada and K. Wada, to be published in "Extended abstracts of Solid Stale Devices and Materials '91".
14A. Taguchi and T. Ohno, Phys. Rev. B39, 7803 (1989).



Materials Science Forum Vol. 83-87 (1992) pp. 1409-1414

TWO-DIMENSIONALLY LOCALIZED VIBRATIONAL MODE DUE TO Al ATOMS
SUBSTITUTING FOR Ga ONE-MONOLAYER IN GaAs

HARUHIKO ONO Lnd TOSHIO BABA
Fundamental Research Laboratories, NEC Corporation,
34 Miyukigaoka, Tsukuba, lbaraki 305, JAPAN

ABSTRACT

We demonstrate evidences of a vibrational mode localized in a single slab of Al atoms
substituting for a (001) Ga monatomic layer in GaAs. Infrared absorption spectra of a single slab
of one-monolayer (1-ML) AlAs sandwiched by GaAs or AlAs/GaAs superlattices were
investigated by Fourier transform spectroscopy. A specific absorption peak was observed at 358
cm* with a line width of 3 cm in a sample with a single slab of 1-ML AlAs. Polarization
dependence of the peak strength reveals the anisotropy of E mode vibration, in which Al atoms
vibrate parallel to the Al layer. This 358 cm' peak is concluded to be a phonon mode due to
two-dimensionally distributed Al atoms in three dimensional GaAs crystal.

1. Introduction

It is well known that a light impurity atom substituted for a heavy host atom in a crystal has a
localized vibrational mode (LVM). For this reason, light impurity atoms substituted for a
monatomic layer of host atoms may be expected to have a specific two-dimensionally localized
vibrational mode (2D-LVM). Well controlled AlAs/GaAs superlattices can be obtained by using
a recent crystal growth technique of molecular beam epitaxy (MBE). Free electrons in the
conduction band confine in GaAs layers of superlattices, being the two-dimensional electron gas,
since the band gap is narrower in GaAs than in AlAs. The phonon properties in such
semiconductor superlattices have been investigated by Raman scattering measurements' 4 . The
results have revealed that the optical phonons also confine in individual layers of a superlattice.
Recently, the phonon confinement was observed in ultra-thin-layer superlattices '7. However, these
experiments can not demonstrate the existence of 2D-LVM, because the distances between AlAs
layers in such superlattices were too close to neglect interactions between the layers. In order
to detect the proper 2D-LVM, we should measure for a sample with a single slab of monatomic
impurity layer. This paper demonstrates evidences of such a 2D-LVM localized in a single slab
of Al atoms substituted for a (001) Ga monatomic layer in GaAs, using Fourier transform
infrared spectroscopy (FTIR).

2. Experimental

Samples used were grown on a (001) semi-insulating GaAs substrate by MBE. A single slab of
one-monolayer (1-ML) AlAs, which corresponds to a single monatomic Al layer substituted for
a Ga layer, or AlAs/GaAs superlattices were sandwiched between 500A-thick GaAs epitaxial
layers. The Al densities per unit area for all samples were controlled to be constant as 1.2 x 106

cm". Infrared absorption spectra of the samples were obtained by FTIR at near liquid helium
temperature. The FTIR measurements were performed at a resolution of 0.1 cm with a Si
bolometer cooled at 4K as an infrared detector. A reference spectrum of as-received substrate was
subtracted from the sample spectra, in order to eliminate the background due to lattice phonons
in GaAs substrate. The layer structures of samples were confirmed by high resolution transmission
electron microscopy'. For the sake of comparison, MBE-grown AlosGasAs and AlAs, and Al-
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doped bulk GaAs were also investigated.

3. Results and discussion

Figure 1 shows absorption spectra of Al-related W
vibrational modes observed in this work. The (a x20
spectra (a) and (o) in Fig.1 were obtained from a I
sample with a single slab of 1-ML AlAs, and from O
a sample with 20 periods of 1-ML AIAs/14-ML
GaAs, respectively. They show an distinct peak at (d)
358 cm*', The latter sample contains 20 slabs of
monatomic Al layer separated by 40 A each other. (c) -C

Comparing the spectra (a) and (b), one can recog-
nize that the spectrum (b) is exactly 20 times the (b) x1
spectrum (a). This fact indicates that the peak is
absolutely due to the Al layers in the samples. 350 360 370
Since the 358 cm" peak was observed in a non- FREQUENCY (cm " )
periodic sample with a single slab of 1-ML AlAs,
it clearly does not originate from the periodicity of Fig. I Al-related phonons in,
superlattices. Therefore, we suppose that the peak (a) 1-ML AlAs
is a localized phonon being characteristic of a (b) 20 periods of (AlAs)j/(GaAs),4
monatomic Al layer, i.e., 2D-LVM. Spectra (c) and (c) Al-doped bulk GaAs
(d) are Al-LVM in a bulk GaAs crystal and TO- (d) 50A-thick AlAs
phonon mode in an MBE-grown AlAs layer,
respectively. The AI-LVM is thought to be a vibra-
tional mode relating to zero-dimensionally distributed Al atoms, and the AlAs TO-phonon relat-
ing to three-dimensionally distributed Al atoms. The relationship between the Al distribution and
the vibrational frequencies will be discussed below.

For the purpose of confirmation that the observed 358 cm" peak is a proper 2D-LVM, we inves-
tigated the change of the spectra for superlattices whose layers were modulated systematically,
as shown in Fig.2. The superlattice samples are categorized into three series. In the series I, AlAs
layers in 1-ML AIAs/14-ML GaAs were replaced by AlGaAs layers. In this case, Al atoms

0.5 ML ------- O.25ML .......

I 14 ML 14 ML
0.5ML ------- 0.25ML -------

40P SOP

1 ML-AIAS
14ML-GaAs 2 ML - ML

1 ML-AiAs 14ML 1 14ML

14ML-GeAs 2 ML 4 ML
I ML-AIA* ----- lop 51)

20 periods

iUL IML
4 ML' 2 M L

M11 1ML 1ML_

201) 20P

Fig.2 Superlattice samples used for experiments.
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0 0.2 0.4 0.6 0.8 1

GaAs Al COMPOSITION AlAs

Fig.3 Peak positions for all observed samples plotted against nominal Al composition.
The number m/n means m-ML AlAs / n-ML GaAs.

become isolated from each other being distributed zero-dimensionally. The series II increases
AlAs layers keeping GaAs layers 14-ML. This cause the Al distribution to be three-dimensional.
Moreover, in the series III, GaAs layers are decreased keeping AlAs layers I-ML. Since the
neighboring Al monatomic layers approach each other, in the last series, one can check the
interactions between the Al layers. Peak positions obtained for all the samples in the present
study are summarized in Fig.3. Figure 3 shows the peak positions plotted in wave numbers
against the Al composition, x. In the superlattice samples, the Al compositions are the average
values in the superlattice region. The TO-phonon on AlAs was observed at 363.7 cm" , and the
impurity LVM of isolated Al in GaAs was observed at 361.8 cm*', as shown in Fig.l. The line
between them is the AlAs-like TO-phonon modes in alloy A1GaAs. If the Al atoms are
distributed at random, the TO-phonon peak must be on this line. Actually the peak in Al45GasAs
was observed at 363 cm", which is just on the TO-phonon line. It is noted that all the peaks for
samples having modulated structure were observed at positions lower than the AlAs-like TO-
phonon line in AlGaAs. This means that the bond softening occurs around the Al atoms, when
they distribute two-dimensionally.

If one traces the data points of the series I to III in Fig.3, all the data are recognized to change
systematically as expected. Let us examine the variation in the peak position from the standard
sample 1/14. When m decreases from 1 in the series I, the peak approaches the LVM of zero-
dimensionally distributed Al atoms. When m increases from 1 in the series II, the peak rapidly
approaches the TO-phonon of three-dimensionally distributed Al atoms. Furthermore, when n
decreases from 14 in the series III, the extrapolated line coincides with the wave number of the
AlAs TO-phonon mode. It should be noted that the peak shift in the series III is quite small
even in the sample 1/2, in which the monatomic Al layers are separated only by a 2-ML GaAs
layer. This is a clear evidence that the vibrational mode is strongly localized at each Al layer.
If one traces the data points of the series I to III in Fig.3 in the opposite way, all the points
converge into a specific wave number, 358 cm", which was observed for a sample having a
single monatomic Al layer embedded in GaAs. Therefore, our argument that the 358 cm" peak
is the 2D-LVM due to two-dimensionally distributed Al atoms, provides a quite natural and
consistent explanation for all the data described in Fig.3.
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Further evidence for 2D-LVM is given in Fig.4, in which the line widths and the integrated
intensities of the peaks in the series II and III are plotted against !he nominal Al composition.
If one traces the data points in a similar way to the case in Fig.3, all the points vary
systematically as a function of x. The sample with separated monatomic Al layers has the
smallest line width, and the largest integrated intensity that corresponds to the absorption cross
section due to photon-phonon interactions. This fact shows that the vibrational mode due to the
monatomic Al layer consists of a single vibrational mode. When the interactions between the
neighbor Al layers are not negligible, various vibrational modes occur and then the peak width
increases and the absorption cross section decreases, as is seen in Fig.4.

We next investigate the symmetry behavior of the 2D-LVM. The symmetry of the (001)
monatomic Al layer being substituted fo a Ga layer in GaAs is the point group D2d. Thus, the
vibrational modes are divided into singlet B2 and doublet E mode vibration. The B2 mode
concerns atoms vibrating perpendicular to the layer and the E mode parallel to the layer. When
the incident light, which is a transversal wave, propagates perpendicular to the Al layer, the
photons interact only with the E mode. Therefore, the 2D-LVM we observed at 358 cm "l must
be the E mode., In order to confirm this idea, we further measured the polarization dependence
of 2D-LVM intensity in an (AlAs)(GaAs) ,, sample, and AI-LVM intensity in a bulk GaAs
sample as a reference. The samples were mounted inclining at an angle of 450 to the incident
light, as shown in Fig.5(a). The LVM spectra were observed with the incident light polarized at

1io (X20) 0
0 1(x)W 450

1/ 14 ~I
0 2

1/4
II00 °o 1/2 b

2/14 4/14 I E 1.0 *
5 ]1"4/14 0"e1

5 1W ~ AI-LVM/
1114 1/2 WI 0

4 -4 2!14~0 1
0 ;0

2 . 0 0.9 /
1/14 1U

2 0 2DLVM

- 0.8 "_

_ _ _ _ _ _ _ _ _ _ _i,

0 0.1 0.2 0.3 0.4 0 30 60 g
Al COMPOSITION ANGLE e

Fig.4 Full width at half maximum (FWHM) Fig.5 (a) Schematic diagram for the

and integrated intensity plotted polarization experiments.

against nominal Al composition. (b) Integrated intensity plotted
against the polarization angle.
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0 from the plane of incidence. Figure 5(b) shows integrated absorption of the peak plotted
against the polarization angle 0. The open circles are for the 358 cm*' peak in the (AlAs),
(GaAs), 4, and the solid circles for the Al-LVM in the bulk GaAs. The integrated intensities are
normalized by that when the incident light was polarized at 0 = 900. As shown in Fig.5(b), the
peak intensity of the 358 cm" takes minimum at 0 = 00, and maximum at 0 = 900. In contrast
to this, impurity LVM due to Al in GaAs did never depend on the polarization angle. This is
caused by the Td symmetry of the Al atom giving rise to the triplet-degenerated vibrational mode.
The above experiments clearly show the anisotropic behavior of the 358 cm" peak and indicate
that the peak is due to the E mode vibration of 2D-LVM.

Finally, we estimate the 2D-LVM by calculating the normal vibrational modes of three-
dimensional lattice in which the atoms vibrate around the s-th site on the l-th unit cell. Under
a harmonic approximation the frequency co of the normal vibration can be obtained by solving
the 3n x 3n equation,

det( Dptss',q) - & 8, 0 ) = 0. (1)

The dynamical matrix D,(ss',q) is given by

DO(ss',q) = (MM,.)"2 Y 0,p(ls,l's') exp[ iq(R,.,.-R.) 1. (2)

Where, M, is the mass of the atom s, 0.(ls,l's') A
the force constant between atoms Is and l's', a and
f3 cartesian indices, q the wave vector, and R1. the
equilibrium position of the atom Is. In order to
estimate the 2D-LVM, we use a three-dimensional- /
chain model neglecting the long-range Coulomb
force. In the model, the short-range force constants ,
f, and f2 are considered as parameters. The bond-
stretching vibration results from the nearest- 4!;
neighbor atom pairs (Ga-As or Al-As) interacting
directly with the force constant f,. When the next- a
nearest-neighbor atom pairs (Ga-Ga, Al-Ga, Al-Al,
and As-As) interact through the force constant f2,
the bond-bending vibration of the three adjacent
atoms occurs. Considering a zinc-blende lattice
structure with a (001) monatomic Al layer em-
bedded in GaAs, we assumed a primitive unit cell 0 0.5 1.0
to consist of six atoms, which are Ga, As, Al, As, f2,/fl
Ga, and As atoms along a <110> direction across
the (001) plane. This model corresponds to the Fig.6 Calculated frequencies of TO-
sample (AIAs),(GaAs) 2, in which the interaction phonon modes for 1-ML AlAs.
between AlAs layers were not significant, as shown
in Fig.3.

The TO-phonon modes at r point (q=0) were calculated for the case when the incident light
comes along the [0011 direction. Figure 6 shows the results of calculated frequency co as a
function of the ratio f2/f,. Since six atoms were assumed to be in a unit cell, five vibrational
modes appear for the TO-phonon. Two modes (1 and 2 in Fig.6) correspond to the GaAs bulk
phonon, because the modes also appear in the independent calculation for GaAs. Other two (3
and 4) correspond to the GaAs-like phonon perturbed by the Al layer. The mode 5 has the
highest frequency apart from the GaAs-like phonon band. The broken line in Fig.6 is for the
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AlAs bulk phonon mode calculated in the same way. Since the nlode 5 is located near the AlAs
bulk phonon mode, the mode is considered to be the vibrational mode strongly localized at the
Al layer; i.e., 2D-LVM. If the force constant ratio fdf2 > 0.11, the 2D-LVM appears at a
frequency lower than AlAs TO-phonon, being in agreement with the experimental results, though
the ratio f/f1 has not been established in the literature. The above calculation with a simple
model shows that a vibrational mode localized in a monatomic Al layer appears around the AlAs
TO-phonon frequency, being sensitive to the force constant ratio fdf1.

4. Summary

We presented clear evidences of the 2D-LVM in a single slab of monatomic Al layers embedded
in GaAs using infrared absorption spectroscopy. The 2D-LVM observed at 358 cm i is strongly
localized in a monatomic Al layer and is dampel abruptly towards the direction perpendicular
to the layer, while the impurity LVM is str.'wly localized at the impurity atom zero-
dimensionally. The 2D-LVM peak in Fig.1 seems to o asymmetric and rather broad, compared
with the impurity LVM. The LVM due to Al in GaAs has a sharp symmetric peak with a width
of 0.5 cm". The asymmetry and the broadness of the 2D-LVM might be caused by some
imperfections of the Al layer, such as steps. If one made a perfect monatomic Al layer in GaAs,
one could obtain a sharp symmetric 2D-LVM peak.

The authors are thankful to N.Ikarashi for his helpful observations using high resolution
transmission electron microscopy. They also thank K.Ishida for his valuable discussion during the
work, and Y.Matsumoto and H.Watatiabe for their encouragement.
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0 SURROUNDING OF Pb DEFECTS AT THE (1l1)Si/SiO 2 INTERFACE

A. STESMANS
Department of Physics, Universiteit Leuven, 3001 Leuven, Belgium

ABSTRACT

First observation of partially resolved 170 hyperfine (HF) structure in electron
spin resonance spectra of [111 ]Pb defects at the interface of 170-enriched
(51.24%) (lll)Si/Si02 structures in combination with conscientious monitoring of
defect density and related dipolar interaction has revealed details on the Pb S
immediate 0 surrounding in the silica side. It is found that the unpaired sp-
hybrid has its strongest HF interaction, of HF splitting constant a1i-2.7±0.15 G,
with only one 0 site in a first shell, a next interaction of a 12=1.! G with one 0
site in a second shell, and a third interaction of a13 =0.2 C with two equivalent
0 sites in a third shell. While complementing the Pb model, the results conflict
with a previously proposed symmetric ditrigonal ring silica cover of Pb defects.

I. Introduction

Thermal oxidation or nitridation of Si at whatever temperature(T) is attended
with the generation of intrinsic trivalent-Si defects at the interface.1-3 The
dominant defect at the (lll)Si/SiO2 interface -termed Pb center- has been
identified by the electron spin resonance technique (ESR) as an unpaired sp3

orbital on an interfacial Si atom backbonded to 3 Si atoms in the bulk and
pointing into a microvoid2 ,4 (schematically denoted as °SimSi3), It exhibits C3v
symmetry and accounts for 50-100% of all electrically-active trapping and
recombination fait interface states. Noteworthy is that only the [111 ]Pb variant
with unpaired sp hybrid I interface (sketched in Fig. 1) is observed in a
conventional as-oxidized latm dry 02; 900-950OC1 2 (III)Si/S O2 structure.

2'5

Such interface, typically comprises about 5x10 Pb'S cm -

The *Si-Si 3 model accounts well for most of the experimental observations on the

Pb defect, of which the main properties are primarily set by the Si substrate.
Yet, this model is incomplete in the sense that it only reflects the Si
(substrate) "side" of the defect. A full model of this prototype interface defect
located right at a sharply bordered interface would also incorporate the
surrounding structure at the insulator side. That additional insight could
provide information on the physical mechanism(s) leading to Pb formation.

The Pb'S immediate oxide surrounding is still unknown, except for the fact that 0
is not incorporated in the immedi te by9ding structure of Pb" This has been
concluded from a K-band ESR study" on L 0 enriched (51.26%) and ordinarX (0.037%
170 natural abundance) (ll)Si/SiO 2, which, rather than observing any 1 0

(nuclear spin I-5/2) Pb hyperfine (HF) structure, found that the mere effect of
enrichment was a broadenin 7of the peak-to-peak linewidth ABpp from about 1.4 to
4.2 G; The observation of O Pb HF structure, though, would provide a clue to
map the 0 surrounding. A similar conclusion was reached from a comparative study3

of Si oxide and nitride showing that the insulator's influence on the Pb ESR
features is only of secondary nature.

Recent experiments,6 however, have led to a more thorough understanding of the Pb
signal structure. In particular the dipole-dipole (DD) interaction between Pb'S
has been identified, mainly as a result of the optimization of a reversible H-
passivation method, The natural line shape, that is the shape unaffected by DD

Ii
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Fig. I: Ball-and-stick model of a [111]P% defect (entity a) at the (lll)Si/S' 2

interface.

broadening, has been well characterised and a unique &B -[Pb] relationship has
been revealed. These results show that the Pb concentratfon is an important
parameter and dictate that any comparison either experimentally or theoretical-
computationally, regarding the effect of 1 70 enrichment must be carried out
between otherwise strictly identical samples in order to keep [Pb] and thus DD
fects, unaltered. In particular, this means that to simulate the Pb spectrum of
70 enriched Si/SiO 2, the calculated 10 HF histogram has to be convoluted with

the correct spectrum of unenriched Si/SiO 2 of equal [Pb]"

This renewed insight has opened a new perspective for 170 pb measurements,
Together with a low-T ESR spectrometry optimized to record clear undistorted
resonances and well 1 ontrolled reproducible sample preparation, this has allowed
the observation of 0 Pb HF structure, which is the subject of the present work.

Ii. Experimental details

Slices of a commercial Czochralski-grown two-side polished (lll)Si wafer (p type,
10 0cm) were oxidized at 920±10C either in ordinary oxygen (purity>99.999X) or
oxygen enriched to 51.24% l70 at a pressure of 0.2 atm for about 75 min resulting
in an oxide thickness of =145 A. Particular attention was paid to cycle both
samples fully identically, apart of course from the differing 170 ambient. Post-
oxidation thermal treatments in vacuum and hydrogen6 were applied to optimize the

Pb density at the balance of a favorable signal-to-noise (S/N) [Itio and an
acceptable DI) broadening. The final Ph density was (4.9±&.3)xlO- and
(5.2±0.5)x012 cm for the unenriche and enriched sample, respectively -well
equal within experimental accuracy as strictly required for the present purpose,

K-band (=20.1 GHz) ESR absorption-derivative dPma/dB signals (P a representing
the absorbed microwave power) were measured at 4.3 K for the applied magnetic
induction B perpendicular to the (Ill) interface (50(1111). The high saturability
of the Pb signal at 4.3K imposed reduction of the microwave power P incident on
the TE011 cavity of loaded Q of =15000 to : 0.5 nW to record undistorted signals.
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with P-- 65 d m and R.(I11) interface of (lll)Si/SiO2 grown in enriched 10

(51.24 ) [a) and ordinary oxygen (b). The dotted curve is a computer simulation
based on 70o HF histogram calculation using the parameters summarized in Table 1.

III. ESR spectra

The Pb signals of both the unenriched and enriched samples are shown in Fig. 2.

The unenriched sampli is characterised by &B _-1.690.03 G and a line shap
factort -I/[LVD(&Bp =5.6iO.3, where I and YD represent the signal intensity

(area under the intfegrated derivative spectrum) and and peak-to-peak height of
the dP, B signal, respectively. The corresponing density [!Pb)-(4.9iO.3)xlO

1 2

cm"2 re ers9 oaD broadening of 0.4 G.The distinct effect of 70 enrichment

is clear from a comparison of both spectra. While showing a broadening of the Pb
response 17 'B__p-2.-71+0.-06 G. there, interestingly. also appears (partially);
resolved 0 11 structure, which has three main cha acteristics as indicated on

Fig.2(a): a kink at position A. a resolved peak at B. and a broadly eXtending

shoulder indicated as region C. The increase of the line shap factor for the

enriched sample to 10.1±0.8 just confirms the appearanre of ade~tional structure.
Simulation of this structure based on the calculation of the 170 11F stick diagram

for various 0 shell surroundings and correct convolution provides information on

Lthe immediate 0 surrounding of the Pb defect.

Acerresult is that the observed 170 HF spl ttings are much smaller than that

resultint from HF interaction wilh a central Si nucleus (isotropic HF splitting

=156 G). showing again that. unlike Si. oxygen is not an immediate part of the

Pit structure,

IV. ZSR spectra simulation

, Simulation of the Pb signal of the enriched sample starts from the calculation of

the 1IF spectral histogram for the configuration of a Pb defect that is surroundedA
. by r shells each containing ni equivalent 0 sites. where r-4 and ni-O-..10. Each

0 site has a probability p-0.5124 for being occupied by an 170 atom. Within the

localized hybrid-orbitai 'UIO) pictue, such histogram is simply obtained by

- 4

7
i N

I I i ili|ia i-
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accumulating the shifts in resonance field caused by each surrounding 170 nucleus
ind vidually and the corresponding statistical amplitude for each 'line' (stick).,
This histogram is then convoluted with the 'unenriched' experimental spectrum of
Fig.2(b) to obtain a simulation.

The simulation task now consists in calculating the convoluted HF histogram for
each (physically reasonable) shell configuration, that is each set of nl,n2,n3,n 4
values, and selecting the best fit. Since it is anticipated that 0 is not an
immediate part of the Pb bonding structure, 170 atoms in more distant shells are
expected to cause only small, hardly resolvable HF splittings. Hence why the
number of shells (r) considered is limited to 4. The histogram H(B) for one
nl,n 2 ,n3 ,n4 shell configuration is the accumulation of all pairs

4 -ki ni  4 ki
H(B) = ((Ff6 P , B0 + Z ( Z MIjalli)) (i)

i-l ki  i-l J=

where ni  ni! ki ni-ki
P p (l-p) (2),
ki ki!(ni-ki)!

I 00, and ki and MI j(j>O) are understood to run through all values 0,1,. ..., ni
anA -5/2,-3/2 ....,5/2 respectively, to cycle all possible combinations." BO
represents the ESR resonance field in absence of HF interaction while aii is the
HF splitting constant for BII[llI] resulting from interaction of the unpaired Pb
sp3 hybrid with 70 nuclei in shell i.

The best fitting result is shown in Fig.2 by the dashed curve, while the
corresponding fitting parameters are summarized in Table I. This interestingly
reveals that the Pb unpaired electron has its strongest HF interaction with only
one 0 site (shell 1) characterised by ai1-2.7 G, which has a probability p=0.5124
of being occupied by an 170 nucleus. Th second strongest HF interaction is again
only with one 0 site (shell 2) of at2-1.1 G, while the 3th level interaction is
with two equivalent 0 sites in shell 3. The 4th level HF interaction, of a 4=0.l
G, with 10 equivalent 0 sites is to be seen as indicative rather than a colrect
physical result. The essential point for this shell is that it contains a large
number of almost equivalent 0 sites of small HF interaction when occupied by 170
atoms. They, in fact, represent the distant hemi-spherical cloud of small-aIli 0
sites of which the mere effect is to slightly blur (broaden) the spectrum.
Incorporation of this 'shell' only improves slightly the overall fitting quality,
but is not essential.

Though the fit is not yet perfect, it accounts well for all characteristic
details (cf. A, B,; & C). And it needs to be mentioned that, regarding the first
two 0 shells surrounding, the fit is unique., No reasonable fit can be produced if
allowing more than one equivalent 0 site in the first or second shell.

Table I: 170 HF splitting data and shell distributions of 0 sites in the
immediate oxide neighborhood of [111 b centers in (lll)Si/SiO2 as obtained by
fitting 20.1 0Hz ESR spectra measured at 4.3 K for BII[ll].,

Shell # ni ahi aali-oMI i/(21M11). . . ... . . .. . . ... .(C) LeA

1 1 2.7±0.15 0.60
2 1 1.1±0.1 0.25
3 2 0.2

4 10 0.1
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The final, almost perfect fit, as shown by the dotted curve in Fig.2, is obtained
by additionally incorporating a spread in alf , which fades the peaky structure.
Such spread is known to exist 2 ,4 , as a rest of the interface strain and/or
randomness of the overlaying SiO film. This causes slight variations in the
positions of the surrounding 0 sites from Pb site to Pb site, even within one
shell, with attendant alterations in wave function overlap and HF interaction
strenghts. The spread in alli has been incorporated by replacing each line (stick)
in the histogram shifted oler Mialli by a Gaussian distribution of equal
intensity and standard deviation MI i= 21MIJla i, that is a relative spread of
21MlIlatli/( 2 1MIlali)-Aalli/ali=22%. Note the increasing impact of Aalli with
increasing field jhift. . ....

A remarkable result of the analysis is that, like the Si side, the immediate
oxide side of the Pb center reproduces very well from Pb site to Pb site, at
least what concerns the first three shells surrounding. This opposes a random
matching of SiO x to c-Si and is in favor of a kind of epitaxial transition.

9 ,10

Another interesting result it that the relative spread aaI/a in HF interactions
is significantly larger for 70 nuclei, that is =22%, tha fr central 29Si
atoms,4 for which aaisc,/aiso=aap/aa =9.5%, where ais o is the isotropic part of the
HF interaction. This is as expe tea since the c-Si side of the Pb defect is a
much more rigid structure than the oxide side: The Si-O-Si bond angle is much
more flexible11 than the rigid tetrahedral Si-Si-Si angle, which makes that the
interfacial strain will be largely adapted by the overlaying Si0 2 .

V. Discussion

So far, most HF data on defects have been interpreted along the simplified LHO
picture (see, e.g., Refs. 4,12). Within this model the present data regarding the
immediate 0 surrounding of Pb indicate that the defect has only one 0 atom in a
nearest position, one 0 atom at a slightly larger distance, 2 equivalent 0 atoms
in a third neighbor shell, and many more 0 atoms in more remote shells. The LHO
model, however, ignores spin-polarization effects of atomic cores by valence
levels1 0 which makes the model more interpretative rather than predictive., Hence,
it is not necessarily so that the 0 site leading to the strongest 170 HF
interaction is also the 0 site nearest to the core of the Pb defect, etc. Yet,
the interpretation is conclusive about the 'symmetry' of the 0 surrounding, that
is,, strongest HF interaction with only one 0 site,, closely followed by a weaker
HF interaction again with only one 0 site.

The fact that 0 is not part of the central bonding structure of Pb points to a
microvoid like structure of the Si02 cap overlaying the Pb defect. There is so
far one such model10 -an axial microvoid model- that pictures the Pb silica cap
as an axially-symmetric puckered ditrigonal ring of six Si0 4 tetrahedra -an
epitaxial tridymite-like crystalline transition.9 ,  Symmetry considerations,
however, show that our results conflict with this otherwise attractive model.,
There are various ways to interpret this finding,

In a first one, still accepting the basic correctness of the tridymite-like
concept, the results could perhaps refer to a distorted symmetry of the six-
membered Si04 ring cap; if this ring would be off center, for example, this would
indeed result in the removal of the axial symmetry of the 170 2b HF interaction.2b 17 0
Previously equivalent 0 sites could then lead to (slightly) different 0 Pb HF
interaction strenghts, which would be more in agreement with observations. A
difficult to meet requirement for such modified tridymite-like model, however,,
might be that,, along the present results, the distortion introduced should
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repioduce largely identically over the numerous Pb sites.

Another interpretation could conclude the inappropriateness of the tridymite-like
ring cap thus bearing out the need for another microvoid model. Along one
suggestion, the data could well be in line with a matching zig-zag overlay
consisting of 3 fairly linearly arrayed Si0 4 tetrahedra, as pictured in Fig.l. A
slight asymmetric relaxation of this array resulting in an asymmetric positioning
of two 0 atoms nearest to the Pb core would well agree with the present first two
'shells' 170 HF interactions. It is realized though that the confirmation of such
model will require an in-depth analysis of the global c-Si/SiO2 matching within
the framework of the correct oxidation mechanism.

It is clear that the correct evaluation of the present results in terms of
deriving the correct oxide side of the Pb cluster will require substantial
additional theoretical work,, starting from detailed quantummechanical calcula-
tions on those novel microvoid cluster models which are deemed appropriate. The
comparison of the derived symmetry and 170 Pb HF interaction strengths with
experiment will then select the correct terminating Si cap overlaying Pb defects.

VI. Conclusions

Optimized ESR measurements on 1II1]Pb defects in 170 enriched (lll)Si/SiO2
structures have revealed the shell symmetry of 0 sites in the immediate silica
surrounding, which, apparently, conflicts with the axial microvoid model based on
the concept of the ditrigonal ring SiO 2 cap of Pb" The strenght of the 170 HF
interactions indicate that 0 is not incorporated in the central bonding structure
of the Pb defect, as expected.

If the Pb'S are seen as somehow co-establishing the intrinsic Si/S 1 ?2 interface
structure rather than being loose results of interface adaptation, the present
new insight may add to uncover this structure and the closely linked oxidation
mechanism. Much is expected from calculations incorporating the new insight.
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ABSTRACT
Using 170-enriched thermal oxide on silicon, we have measured the hyperfine interaction
between dangling bonds at the (111) interface (Pb centers) and oxygen atoms in the SiO 2.
Our analysis indicates that each Pb center interacts weakly with only a single oxygen atom.

1. Introduction
The Pb center is a silicon dangling-bond pointing into the SiO 2 from the Si side of a Si/
SiO 2 interfacel. It is one of the most important point defects in terms of its influence on
silicon technology, and has been extensively studied using electron paramagnetic resonance
(EPR). A combination of 29Si hyperfine measurements2 and theoretical models 3 have re-
vealed the essential structure of this defect at the I I1I i) nterface:, a trivalent (3-coordinated)
silicon situated exactly at the interface, with the dangling bond pointed in the [I I] direction
normal to the interface into the oxide overlayer, and back-bonded to three silicon atoms in
the Si substrate. Electrical measurements4 have further revealed its energy levels with re-
spect to the Si band gap.

In spite of such study, many aspects of its structure remain unknown. In particular,
we address here the question of the position of oxygen atoms surrounding the Si dangling
bond. It can be seen that our knowledge of the structure of this defect is entirely from the
silicon side of the interface. Yet the dangling bond, if t points into the oxide, must point
at something. Are the nearest oxygen atoms arrayed in specific, well-defined positions with
respect to the central silicon, or are their positions random? How many oxygen atoms are
involved, or dces this number vary from site to site? Several ideas exist in the literature.
First is the idea that the dangling bond juts into a small void in the oxide. The structure of
such a void might be random, or it might consist of a we!l-defined cage structure such as that
suggested by Cook and White3. On the other hand, the dangling bond might actually point
into the SiO 2 network itself, since the much smaller dielectric constant (larger band gap) of
the insulator compared to the semiconductor may make the actual interaction small. In this
context, one must again ask whether the structure of the oxide over the dangling bond has
a well-defined form (such as the idea suggested by Pantelides 5 in which the dangling bond
points at a single oxygen directly over the silicon atom) or is simply random. The resolution
of these various possibilities will answer the question of whether the oxide itself plays any
essential role in the formation or electronic properties of the Pb center. The understanding
of the oxide side of the Pb defect is essential to a complete understanding of its structure and
origin.

EPR hyperfine measurements represent the best means of addressing this question.,
Hyperfine structure can be directly related to the number of nuclei that are part of the
structure of a defect, and to the overlap of the spin density with these nuclei. Just as the29Si hyperfine structure enabled us to learn about the Si side of the defect, 170 hyperfine
measurements can be used to tell us about the oxide side. To enhance the concentration of
170 (1=5/2, natural abundance .037%) oxides were grown in 55.65% isotopically enriched
oxygen. EPR results on these samples are described in this paper. Preliminary results were



1422 ICDS- 16

given previously6. By dcconvolution of the 170-broadened spectrum, we are able to ascertain
that the unpaired election on the Pb center interacts weakly with only a single oxygen atom.

We have also performed the first S-band (4 GHz) EPR measurements of the Pb center,
comparing them to X-band (10 GHz) results on the same samples, for both normal (160) and170-enriched samples. From these EPR measurements at different frequencies we confirm
earlier ideas about the the origin of the EPR linewidth.

2. Experimental Details
The samples were made from (11l) oriented wafers, resistivity 5-8 kfl-cm, polished on both
sides to a thickness of 5-6 mil. Prior to oxidation, the wafers were cleaved into
2mmx20mm strips, then were cleaned using standard procedures. The purpose of cleaving
prior to oxidation was to minimize the EPR signal from the cleaved edges. We found that
cleaning and oxidizing the cleaved edges greatly reduces this signal, compared to cleaving
after oxidation. Unfortunately some residual edge damage signal is still present. An addi-
tional step of lightly etching the edges of the samples prior to oxidation may have been able
to reduce this signal further, but we found that after oxidation the usual etchart was inef-
fective.

The samples were initially oxidized in atmospheric-pressure dry oxygen of normal
isotopic ratio at 800'C for approximately 5.25 hours, to a thickness of approximately 140
A. Following this, all samples received futher oxidation at 800°C and 38 mbar for approx-
imately 5 hours in either normal oxygen or in oxygen that was isotopically enriched to
55.65% 170, adding about 40 A to the oxide thickness. The interfacial region is formed
during the second oxidation step, with the isotopic make-up of the oxide at the interface
equal to that of the gas7. EPR measurements were performed on Bruker ER-200 systems
at X-band (10 GHz) and S-band (4 GHz) at room temperature. The concentrations of Pb
centers in the normal and 170-enriched samples were the same within 10%, about
3.7 x 1012cm- 2, determined by double numerical integration and comparision with a cali-
brated ruby standard.

3. Results
Most studies of the Pb center have been performed at 10 GHz or 20 GHz. However, as a
general rule, weak hyperfine interactions are better resolved the lower the microwave fre-
quency. This is because the hyperfine splitting (in magnetic field units) is independent of
frequency, while some other sources of broadening, such as inhomogenous broadening
caused by random variations in the defect structure, are proportional to frequency. To de-
termine which broadening mechanism dominates the linewidth of the Pb center, we per-
formed measurements on the same samples at both S-band (4 GHz) and X-band (10 GHz).
Although multi-frequency data exist in the literature, in the form of X-band (10 GHz) and
K-band (20 GHz) measurements by different groups, this is the first time multi-frequency
measurements have been performed on identical samples. This is important because the
linewidth of the Pb center varies depending on defect concentration8 and other processing
conditions.

Comparisons of 4 GHz and 10 GHz measurements of the Pb center, prepared with either
normal or 170-enriched oxygen, are shown in Figures I and 2. These spectra are plotted in
a somewhat unconventional fashion: Each curve is the difference between spectra taken with
the magnetic field parallel to [111 direction and with the field normal to this direction. The
spectrum thus appears as a superposition of the resonance with HII[ Ill I and an inverted
resonance with HL[ I 111. This allows the resonaces from both orientations to be displayed
simultaneously.
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1. Comparison of 10 GHz and 4 GHz cc
spectra of Pb centers in samples grown in ,, 9g
normal oxygen. The spectra have been
shifted along the field axis to align them at 40597 GHz
gi=2.0016. The peak-to-peak width of the
gl resonances are the same at the two fre-
quencies, within experimental error. Note
that the data are EPR spectra at two differ- 9.
ent orientations, subtracted to eliminate I I A I
background signals and to allow display of 1430 1440 1450 1460 1470
both orientations on the same curve. The H (gauss)
g, resonance (toward lower field) therefore 2. Comparison of 10 GHz and 4 GHz
appears inverted. The 4 GHz spectrum is spectra of Pb centers in samples grown in
slightly distorted on the high field side by '70-enriched oxygen. The field axes are ar-
a background signal that did not subtract ranged so that the spectra are aligned at g,.
completely. Note that the gg linewidth scales with fre-

quency. See Figure I for a description of the
line shapes.

For the normal-oxygen samples, we find the linewidth for Hll III] to be the same,
within experimental error, at 4 and 10 GHz (Figure 1). (The shoulder on the high-field side
of the S-band spectrum is a background artifact.) This confirms earlier assertions 9 that this
linewidth results from either unresolved hyperfine or dipolar interactions. Thus, there ap-
pears to be no advantage in going to lower frequency for the present study, since there is
no reduction in the intrinsic linewidth and therefore no expected improvement in resolving
the individual 170 hyperfine lines.

For 170-enriched samples, the linewidth for Hill[I I ] is independent of frequency, as
expected for hyperfine broadening. The HI[ 111 resonance, however, is considerably nar-
rower at S-band, confirming the idea 9 that at X-band (and higher frequencies) this linewidth
is determined by g variations.

The X-band EPR spectrum of Pb centers from an 170 enriched interface is shown in
Figure 3, which compares the spectrum from a sample grown in normal oxygen under
identical conditions. The feature on the low field side is the resonance due to the scribed
edges of the Si substrate, and does not concern us here.

NiIlllll I•I• i i
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The broadening of the resonance due to 170 is apparent. The 170-enriched spectrum in
Figure 3 also exhibits faint shoulders visible especially on the high field side. These may
be partially resolved hyperfine structure, but this interpretation must await confirmation and
further analysis. Brower t0, who was the first to report the 170 hyperfine broadening of the
Pb center, did not observe this structure. However, we see from Figure 2 that the S-band
spectrum also hints at such structure.

Lacking unambiguously discernible hyperfine structure, we will not make at this point
any attempt at a precise determination of the positions of oxygen atoms around the dangling
bond. Nonetheless, we are able to address the simpler question of how many oxygens are
interacting with the dangling bond, without mapping their precise positions.

Our analysis relies on the fact that the 170 enrichment of the interface is only about
50%. From this, it follows that some percentage of the dangling bond sites must involve
only 160 (1=0). The percentage will depend exponentially on the number of oxygen atoms
which are part of the structure of the Pb center. If N oxygen atoms comprise the oxide side
of the Pb center, then for an 170 enrichment F the fraction of sites with only 160 nuclei wil
be (I - p)N. This gives the fractional intensity of the expected central (non hyperfine-
broadened) line. The spectrum in the 170-enriched sample should consist of a central line
with this intensity, with the remainder of the signal in a a broader background arising from
those sites with one or more 170 nuclei. This broad component would consist of a series of
resolved lines if the number N of oxygen atoms is small and their positions relative to the
defe't are the same at every defect. It will be of gaussian shape if a large number of oxygens
are involved or if their position varies from site to site so that the individual resonances
cannot be resolved.

To separate these two components we performed a simple fourier-transform deconvo-
lution and digital filtering, using the unenriched spectrum as the deconvolution function.
The result is shown in Figure 4. We obtain a sharply peaked spectrum, with broad wings.
The resolution of our deconvolution procedure, given our particular choice of digital filtering,
is shown in the figure,
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We find that the deconvolved line can be very accurately described as a sum of two
lines: a broad gaussian and a narrower lorentzian as illustrated in Figure 4.

We interpret the gaussian component as the envelope of the hyperfine lines for those
sites with one or more 170 nuclei near the defect. Comparing the integral of this line with
that of the central line (the lorentzian component) we find that the hyperfine-broadened
component of the spectrum is 56% of the total. This is in precise agreement with the pre-
dicted value if each Pb center interacts predominantly with only one oxygen atom, Because
the hyperfine structure appears as only a broad gaussian line, not as individual resolved lines,
the position of this single oxygen must vary randomly from one defect site to the next. In
this sense, the structure of the Pb center is not precisely that suggested by Pantelides5 in
which an oxygen atom sits directly over and is bonded to the silicon atom, the oxygen thus
being 3-fold coordinated. Calculations I I and experiment 12 have indicated that the interaction
with the oxygen atom would be too strong in this configuration. According to our results,
the mean hyperfine coupling A,, of the dangling bond to the oxygen is only about 2.5 gauss,
corresponding to only about 0.15% wave function amplitude on the oxygen 2s orbital.

It is possible that, because of the noise present in the data, our deconvolution procedure
is not capable of resolving the hyperfine lines individually; we are presently exploring other
deconvolution methods. If such individual hyperfine lines can be resolved it will enable a
more precise determination of the position of the oxygen atom and the distribution of these
positions. This will not change the main conclusion of this paper which is that the dominant
interaction is with a single oxygen.

As explained above, the sites with only 160 are expected to give an unbroadened central
line. We interpret the lorentzian component in Figure 2 as this central component. While
a raive model predicts that this line should appear as a delta function, the additional broad-
ening could result from a variety of causes, such as hyperfine interactions with more distant
170 in the oxide bulk, or superexchange with nearby defects mediated by these 170
nuclei 13.

Going back to Figure 3, we illustrate (by the dashed line) the simulation of the
170-cnriched spectrum based on the above deconvolution. To generate this curve, the fitted
deconvolution (sum of lorentzian and gaussian) was convolved with the spectrum of the
unenriched sample. The fit to the original data for the enriched sample is quite good. in-
cluding the shoulder at 3425 G, demonstrating the internal consistency of our deconvolution.
Note that the Si edge damage is not included in the model, so the fit is not expected to match
the data in this region.
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4. Summary
In conclusion, our analysis of the EPR spectrum of the Pb center in a partially '70-enriched
oxide shows that the Pt, center dangling bond interacts weakly with a single oxygen atom.
Within the resolution of our analysis, the position of this oxygen atom relative to the dan-
gling bond is not well-defined, but varies randomly from site to site.
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ABSTRACT

The interface states created at the <100> Si-SiO2 interface by the injection

of electrons from the substrate under the application of a high electric field

(8-10 MV/cm) across the oxide are studied by deep level transient spectroscopy

(DLTS). The temperature and field dependence of the creation mechanism are

investigated. For an oxide field above a critical value of 8.3-8.9 MV/cm and

stress at low temperature (100K), defects are only created in the range

0.2-0.3 eV below the conduction band ( "P bo-like" defects), while at lower

field both "Pbo -like" and "Pb1-like" (at energy 0.4-0.5 eV) are created

together. However, in the former case, a long-term time-dependent formation of
"Pb1-like" defects during storage at room temperature after the damaging

source has been turned-off is evidenced.

1. Introduction

The electronically active defects generated in MOS devices are known to reduce

the lifetime of VLSI circuits. For instance, the high electric field applied

into the gate oxide of EEPROM, leads to degradation of device performances

because the stress generates defects at the Si-SiO 2 interface and into the

oxide. With the reduction of oxide thicknesses the knowledge of the effects

induced by high electric field stress (HEFS) is an important challenge for the

reliability of deep- -ubmicronic devices. However, despite the fact that this

subject has gained a great interest these last 10 years, the creation

mechanism as well as the microscopic nature of these HEFS-induced interface

defects are not fully understood. Two main mechanisms involve the role of

interfacial trapped-holes (1,2] or the diffusion of hydrogen-related species

in the oxide towards the interface [3-6] as the precursors for the interface

state creation. Concerning the nature of these HEFS-induced defects, some

work have pointed-out the possible relation with the trivalent silicon defects

(Si dangling bond, the so-called Pb center) at the Si-SiO2 interface (7-10]

but no definitive picture emerges at the moment. It has also been emphasized

that a long-term time-dependent evolution of interface states takes place

after the source of HEFS or ionizing radiation has been turned-off [11-14].

This paper gets new insights on the stress temperature and oxide field

dependences of the creation mechanism of the HEFS-induced interface defects.

The possible nature of these defects will be discussed in the light of the Pb

center properties at the <100> SI-SiO 2 interface.
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2, Devices and experiments

The n-type (phosphorous doped to 2.5x1015cm- 3) MOS capacitors were fabricated

on <100> oriented Si surfaces by dry oxidation at 1050"C resulting in an oxide

thickness of 750A. Oxydation was followed by a post oxidation anneal (POA) in
N2+H2 at 400"C during 1 hour. Aluminium gate was evaporated and followed by a

post metallization anneal (PMA) in forming gas. For the sake of comparison

with the properties of Pb centers, as-oxidized samples have been made with a

similar oxidation process, except for the POA and PMA in order to achieve a

high density of Pb centers [15].

The HEFS were performed by Fowler-Nordheim tunnelling (FNT) injection of
electrons from the Si substrate (positive bias on the gate) under a constant

gate voltage mode. The average oxide fields were in the range 8.3-8.9 MV/cm
and the time variation of the injected current was measured by a HP4140

picoamperemeter and integrated to give the injected charges. The sample were

mounted in a continuous-flow liquid nitrogen cryostat (Biorad-Polaron DL4960)
to perform the stress in the temperature range 100 to 450K and the DLTS

measurements. High-frequency (1MHz) capacitance-voltage (HFCV) characteristics

were systematically performed to test the electrical quality of the devices.

The measurement of the energy distribution of the interface state density
Dit(E) and electron capture cross-section were carried out by deep level

transient spectroscopy [16,17]. We have also used the HFCV measurement at low

temperature (100K) (Jenq method [18]) to measure the energy-integrated state
density after having performed stress at low temperarure (LT) and to avoid the

extra-generation of interface states during the warm-up of the stressed

samples to room temperature (RT) [1]. Charge trapping in the oxide films was

determined from the mid-gap voltage shift measured by the HFCV.

3. Results and discussion

Figure 1 shows the increase of the interface state density ADit measured at
several energies below the CB for sample having received an electron injection

fluence of Qi j=5.6xl0 5 cm"2 at an oxide field E,,=8.3MV/cm. DLTS measurements
have been made after RT nnealing of the stressed sample during 1 hour. This

time is long enough to obtain a stabilized state density. These results
include the generation of defects during RT anneals [1,19]. The generation of

interface states by the HEFS alone is measured by the Jenq technique [18]

immediately after the stress (fig. 1). Basically, the creation mechanism is
thermally activated above 180K, and at lower temperatures the generation of

interface states takes place during the RT anneal after the HEFS has been
turned-off. Thermally activated creation has been also reported by DiMaria et
al. [6) for electron traps creation at higher injected charge fluences. We

have recently reported [20-22] that these results at temperatures above 180K
are consistent with the model involving the diffusion of hydrogen-related
species released at the anode side by hot-electrons which pill-up at the
SI-SiO 2 interface where they are able to create defects.
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Figure 1 : ~tas a function of the inverse of the stress temperature
measured immediatly after the HEFS and after RT annealing.

In this paper we focusse on the mechanism responsible for the formation of

interface during RT anneal after HEFS performed at low temperature (lOOK).

Figure 2 show the LT-CV obtained at oxide fields E0 x=8.3MV/cm and 8.9MV/cm.

For HEFS at 8.3MVlcm the following features emerge : we have not detected any
significant positive charge generation after stressing. Only a weak positive
charge could be deduced from the CV shift corresponding to less than 4.8x1010

positive chargeslcm2 . This charge is one decade lower than the interface state

density generated by the subsequent RT anneal during lh as shown by LT-CV and
DLTS measurements (fig. 3). We therefore conclude that the trapped hole model

[1,2] does not satisfactorily explain our results. In this model the

generation of interface states is ascribed to a transformation process from
interfacial positive charges (trapped holes) generated during the HEFS which

turn into interface states during the RT anneal (1,2]. DLTS measurements (fig.
3) show that interface states are created in the wide energy range in the

upper mid-gap. We have recently reported (10] that the energetical
distribution and the isochronal anneal properties of theses HEFS-induced

interface states are strictly similar to those of the <100> Pb centers
measured by DLTS on as-oxidized samples. However, the energetical dependences
of their electron capture cross-sections are different . We have suggested
that HEFS-induced defect should be a non-isolated Pb-center, i.e. a Pb defect

with an unknown species X in its neighboring sites (Pb-X). The presence of

this species X, interacting with Pb would be expected to stiffen the
interatomic forces, leading to a strong modification of the capture
cross-sections. This (Pb-X) model is consistent with the similarity of the
state density distributions of the HEFS and as-oxidized samples because the
number of defects sites at the <100> Si surfaces are equal in both cases. If
the interaction between Pb and X is not too strong, the annealing properties

of a (Pb-X) defect would resemble that of the sole Pb center.
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Figure 2 : Low temperature CV curves measured on unstressed samples,

immediately after the HEFS and after RT annealing,
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Figure 3 : DLTS spectra measured on unstressed sample and after different

times of RT anneal : (a) Eox=8.3 MV/cm, RT anneal lh (b) 8.9HV/cm,

RT anneals lh and -1400h. Squares are the states generated after

the first lh RT anneal.
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A very different behavior is observed for the HEFS stress at 8.9 /Icm. A large

interfacial positive charge 2 'cm " 2 ) is generated by the low temperature

stress (fig. 2). This positive irge decreases after RT anneal during lh

while the density of interface ate increases. This behavior is consistent

with the earlier experiments in favor of the trapped hole model [1,2]. In our

work, DLTS measurements have shown more interesting features (fig. 3). After

RT anneal during 1 hour, states are only generated in the range 0.2-0.3 eV

below CB. This energy corresponds to the characteristic energy of the Pbo

centers at the <100> Si surface [23,24] and in the light of our earlier

results (recalled above) [10] we call this defect "Pb0-like" in the following.

After storage at RT during -1400h, we have observed that additional interface
states have appeared in the range 0.4-0.5eV. By substracting the two DLTS

curves, we observe that these interface states exhibit a density peaked at

-E,-0.4eV (fig. 3, squares). This energy distribution resemble that of the Pbl

center measured at E,-0.42 eV ± 0.02 eV by DLTS on our as-oxidized samples

[24]. We call this HEFS-induced defect a "P b1-like" defect. Moreover, during

this long time storage at RT, the positive charge has completely disappeared

as shown by the LT-CV measurement (fig. 2).

4. Conclusions

We have found that a critical electric field (between 8.3 and 8.9 MVlcm)

separates two behaviors for the creation of defects in MOS structures

submitted to HEFS. Below it, no interfacial positive charge is created during

the stress at low temperature and both "Pbo -like" and "P-bl-like" defect are

created by RT anneal. This creation is completed after a 1 hour anneal and

DLTS measurement performed after one year storage at room temperature have

given the same state density. Above it, the generation of positive charge is

evidenced and a transformation process of this charge into interface states is

observed as predicted by the trapped hole model in agreement with earlier work

!1,21. However, a "Pbo-like" defect is rapidely created (after 1 hour anneal

at RT), while we have observed a long-term time-dependent (-1400 hours)

creation of a "Pbl-like" defect. Our results on the long-term time-dependent

creation of interface defects are not similar to those reported by Ma and
coworkers [11-14]. Over the same time period (-1000-2000 h) they have observed

a decrease of interface states peaked at -E,+0.75eV associated with the

appearance of a peak at -E,+0.35eV. Our DLTS measurements are not able to

investigate states below mid-gap on n-type MOS capacitors but we have observed

an increase of the states at -Ec-0.4 eV in contrast with the results of Ma and
coworkers. However, quite similar results to those shown in fig. 3 have been

observed on irradiated samples (25]. It is intersting to notice that both

damage processes yield similar defect creation mechanism. More extensive

measurements (detailed time-dependent creation kinetics, gate bias and

temperature effects...) are under progress to analyse the mechanism

responsible for the behavior evidenced in the present work.
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ABSTRACT

Reactive Ion Etching (RIE) of Silicon introduces interstitial defects into two distinit regions of
the near surface of the material. The surface damage region extends to 1000A below the
surface, contains a high concentration of interstitial defects (Si ,C i andB i), and exhibits donor
characteristics. The defect reaction region is created by the diffusion of interstitial defects into
the bulk where they are trapped by impurities, forming associates. The extent of these
associative defect reactions depends on the concentration of impurities and their interaction
distances, and is observed to depths >1 rm. Photoluminescence (PL) experiments reveal the
recombination enhanced diffusion of Ci into this second region where it is trapped by O, in
Czochralski grown Si, forming CiO i defect pairs with a diffusion length of 500A. In float-
zoned Si, carbon is the dgminant impui:ty, and the formation of C, Ci pairs is observed with a
diffusion length of 5000 A. Spreading Resiance (SR) measurements allow the investigation of
the reaction Bi +0i --+B ii, Isochronal anneals indicate that these carbon, oxygen and boron
interstitial defects recover by 400 *C.

Introduction

Reactive ion etching (RIE) is a key process for pattern transfer in semiconductor device
technology. The anisotropic nature of RIE is critical for the realization of silicon submicron
design specifications. This work shows that the physical, electrical, and chemical reactions in
the near surface region of RIE processed silicon introduce interstitial defects which control the
properties of the underlying device material.

Impurity implantation displacement damage at the energies ousea for RIE (100-400 eV) is
estimated to be contained in a surface region less than 50 A. in addition to pure physical
processes, RIE includes chemical interactions of the etching species which result in the
weakening and breaking of Si bonds and which add to the extent of the damage. The relevant
literature presents conflicting pictures of the type and depth of RIE damage. Measurements of
current-voltage characteristics and Schottky Barrier heights show that RIE affects the electrical
properties of Si, introducing donors at the etched surface. 113 Other electocal experiments 2 [3) [4)
have described the depths of RIE induced defect penetration from 200A to 7gm. Transmission
electron spectroscopy (gEM) has shown a modified silicon layer containing lattice damage at
depths exceeding 3000A. Earlier photoluminescence (PL) results indicate that defects are
confined to within 200A. The understanding of the interstitial defect reactions which occur
during RIE provides the explanation for these perplexing anomalies.

We have previously reported [7] (8 that silicon surfaces reactive etched in plasmas consist of two
distinct regions, a surface damage region extending 1000A from the surface and a point defect
reaction region which can extend to depths >1gm. In this work we survey the interstitial defect
reactions with occur during RIE and monitor their recovery.
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Experimental Procedure

Samples used in these studies were Czochralski (CZ) and floating zone (FZ) Si doped with either
boron or phosphorus at 1014-10 16cm.- 3 Reactive ion etching in either CF 4 +8%02,
SF6 +8%02, or SiCI4 was performed in a commercial parallel plate reactor. The reactor
parameters were, a gas flow rate of 10 sccm, chamber pressure of 150 mtorr, rf power of 250
watts, dc bias of 175 volts, electrode temperature of 18'C, pump down time of 1 hour and a base
pressure of 2x 10-6torr.

Immediately after RIE, the samples were immersed in liquid helium for PL measurements. The
spectrometer consisted of a 0.75 meter monochromator with a liquid nitrogen cooled Ge detector
and an argon-ion laser (514 nm). After PL, the samples were beveled at an angle less than 0.5O,
and the carrier concentration was measured to 4.tm depths using a Solid State Measurements 150
spreading resistance system.

Isochronal anneals were performed in flowing argon. To prevent contamination, samples were
cleaned using a solvent degreasing step followed by a dilute HF dip, and then placed between
between two silicon wafers during heat treatment.

Results

It is important to understand, when characterizing plasma etched silicon, that there are two
distinct regions of damage. The shallow surface damage region is confined to IOOOA, is highly
defective, and is a source of self-interstitials. Rutherford Backscattering daja on silicon etched
in CF 4 +8%02 indicates the presence of 3% F atoms in the first 1000A, and transmission
electron microscopy shows a high density of extended defects in this same regionl l. Current-
voltage traces exhibit high leakage current in the reversed-biased direction until 1000A have
been removed from the RIE treated silicon surface, [7 [18 indicating the presence of generation-
recombination centers in this region. The enhancement of p-type Schottky barrier heights after
RIE has f.-; explained as the formation of compensating donors.111 Spreading resistance
measuremc:' , converted to carrier concentrations indicate the presence of donors in the near
surface region in n-and p-type silicon reactive etched in CF 4, SF6 or SiC14 .

Energy (eV)
1.2 1.1 1.0 0.9 0.8

B,/ Figure 1. PL spectra of silicon
Reactive Ion Etched in

C-line CF 4 +8%0 2 . The G-line (tiCs) is
B" present in FZ material and the C-

• cz-si line (Ci O) is observed in CZ Si.
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,_j

FZ-Si
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W avelength (AM,£.)
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An examination of PL spectra taken on silicon after RIE in any of the above mentioned gases
gives evidence of the presence of interstitial related defects. The PL spectra of p-type silicon
after RIE, shown in Figure 1, are representative of all our samples. The boron bound exciton
peak and its phonon replicas are seen in the energy range 1.0 to 1.2 eV and are present in the
control samples before RIE. After plasma processing, the Si PL spectrum includes the G-line,
969 meV, which has been identified as the interstitial carbon complex, CiC,, [91 and/or the C-
line, 790 meV, proven to be the C1O i pair.1 10 Depth profiles were obtained by anodic oxidation
of the sample followed by an HF oxide strip which sequentially removed layers of 250A
thickness. PL measurements suggest a high concentration of nonradiative centers in the surface
damage region which dominate the luminescence process. The composite results of the
electrical and optical measurements verify that a high concentration of defects are created in the
near surface region by RIE and that it acts as a source of interstitial defects.

101

A; A G-LINE (FZ)

C-LINE (CZ) Figure 2. Photoluminescence peak

0 ointensity ratio versus depth in Si

100 after RIE in CF 4 +8%02. In CZ
A 

material, the C-line (C - O) data
A is presented; in FZ Si, the G-line

(C1 -C,) is plotted.

A

1 0-1L
0.0 0.2 0.4 0.6 0.8 1.0 1.2

ETCH DEPTH (tm)
In addition to the surface damage region, a second defect reaction region has been detected in
previous PL experiments. 71 Figure 2 summarizes the supporting data. Relative defect
concentrations of CiC, and C1 0 are plotted as a function of depth from the Si surface after
RIE in CF 4. The relative concentrations are determined by computing the ratio of the G-line or
the C-line to the B TA phonon replica intensity. The exponential decay of these defect
concentrations suggests a trapping mechanism. Interstitial carbon, Ci, created near the surface
by the RIE, diffuses into the bulk of the Si where it is trapped by oxygen in CZ material, forming
Ci0 i pairs; or trapped by carbon in FZ silicon, making Ci C, defects. The trapping length for
these reactions is estimated using the relationship

LC = (Dcic,) '  (1)

where Dc, is the diffusivity of interstitial carbon in Si and zc, is the time constant for the
diffusion limited capture kinetics which is inversely related to the reaction radius for pair
formation, R, and the concentration of the trapping impurity, [],

Tc = (4nRDc, [I]) - " (2)

Substitution of a 1 A reaction radius for interstitial trapping by a neutral impurity and an oxygen
concentratjon of 1018cm - 3 in CZ Si gives a diffusion length for the formation of COi of
LD=500A. Employing the same reasoning to cstimate the depth of CiCs formation in FZ Si
containing 1016cm- 3 substitutional carbon yields LD =5000A. The predominant defect product
depends on the branching ratios which is discussed in following section. We conclude,
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therefore, that the size of the defect reaction region formed by RIE is governed by interstitial
pair formation and is dependent on the impurity concentrations present in the starting material.
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Evidence for additional interstitial defect reactions is seen in the spreading resistance
measurements of boron doped, reactive etched Si. The carrier concentration profiles of p-type,
FZ Si etched in SiCl4 are presented in Figure 3. The data are presented for the sample after RIE
and after 20 minute isochronal anneals. The presence of two separate regions of dopant
compensation becomes obvious after heat treatments at 50'C and 100'C. The surface damage0

region is confined to 1000A and r,rvives heat treatment at 400'C, while the defect reaction
region extends >lj.tm in depth and recovers by 200*C. Comparison of SR profiles of p-type FZ
samples, [0] =1016cm- 3, with CZ silicon, [0] = 1018 cm- 3, simultaneously reactive ion
etched verifies that the depth of the defect reactions depends on the concentration of oxygen.

The defects observed by SR are in the same defect reaction region as the defect pairs seen by PL,
but they occur only in boron doped Si and thcrefore, cannot be CiC, or Ci0 i pairs. Based on
the following observations, we believe that the SR data indicates the presence of B iOi pairs.
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Figure 4. Isochronal annealing ' 1.0
curves of the B i 0 i defect taken from L-

the SR data, and of CiC5 pair based 0
on PL G-line ratios. 0
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First, the donor defects are only seen in p-type material. Second, the concentration of donors, as
measured by SR after annealing at 100'C, increases with the concentrations of both boron and
oxygen. Simple diffusion length calculations using equations (1) and (2) predict BiOi pair
formation at depths corresponding to the observed changes in carrier concentrations. And

finally, the isochronal annealing data shown in Figure 4 agrees with the temperatures of growth
and recovery published for the B iOi pair seen by Deep Level Transient Spectroscopy (DLTS) in
electron irradiated silicon. [" ]

Discussion and Conclusion

The comprehensive picture of the interstitial defect reactions in reactive ion etched silicon has its
basis in the DLTS studies of high energy electron irradiated silicon81112 ,. The process of RIE
creates self-interstitials and vacancies in the surface damage region of the silicon. The Sii is
then captured by either C, or B, to produce the interstitial defects, C i or Bi, by the replacemenot
mechanism. 131 The pure thermal diffusion of these elemental defects would be less than 100A
for the temperatures and times typical of RIE. However, the interstitial defects undergo
recombination enhanced diffusion caused by the presence of ultraviolet light in the plasma. The
illumination results in the injection of minority carriers which recombine at Ci or B i resulting in
the observed long range diffusion[81  of these defects in the defect reaction region.
Subsequently, the interstitial atoms are trapped by the background impurities forming defect
pairs which are observed experimentally. The depth of the diffusion-limited trapping and the
probability of forming specific pairs depends on the relative concentrations of the reactants.

The reaction hierarcies determine the final defect products produced by RIE. The carbon branch
in both n- and p-type silicon will be

Sii + C'-+ Si, + Ci (3)

Ci + X-- CiX (4)

where X is oxygen, carbon or phosphorus. In FZ silicon, RIE produces C iC, which anneals at
2000C as shown in Figure 4. The CiO i pair is observed in CZ material and anneals at 400*C.
The formation of CiPs is not expected during RIE because it is known to undergo
recombination enhanced dissociation.[ 41 The B i display parallel reactions,

Sii + B--* Si, + Bi (5)

B i + X-+ BiX (6)

where the reactant, X, is oxygen, carbon or boron. In low resistivity silicon where the
concentration of boron is !5xl 1 6 cm- 3, BiB pairs are expected, but to date, there are no
experiments on this system. Spreading resistance measurements give evidence that Bi does
react with oxygen creating the B i0i pair. The dissociation of this pair at 2000C should feed the
creation of the BiB. pair, but as yet, no identifying signal has been detected. The Bi B defect
recovers at 400oC.

Reactive ion etching modifies the electrical and optical properties of silicon. The surface
damage region contains a high concentration of nonradiative defects which are generation-
recombination centers. Interstitial defects created in this region show enhanced diffusion into
the defect reaction region where they are trapped by bulk impuritic.s. The depth and defect
contents of the latter region are determined by known interstitial defect reactions.
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ABSTRACT

Dry etching processes such as reactive ion etching (RIE) or ion milling typically introduce deep
level defects into the oemiconductor which compensate the shallow level doping over many
hundreds to several thousand angstroms. This depth of damage introduction cannot be explained
without invoking rapid diffusion of point defects into the semiconductor. For example, we show
using a selectively doped GaAs/AlqaAs heterostructure that ion bombardment with 400 eV 0'
iong leads to damage depths >4104. The projected range (Rp) of such ions in GaAs is only
22A with a straggle (AR.) of -I IA. Assuming a Gaussion distribution for O ions directly
implanted into the sample from the plasma, the oxygen distribution would fall to 10- 3 of its
peak value at Rp + 3.72 ARp i.e. 63A. Channelling of these low energy ions can increase the
incorporation depth by several times, but this alone cannot explain the results. Rapid diffusion
of point defects created near the surface is required to understand the depth of carrier
compensation. Substantial damage depths can be observed even for very low ion energy
bombardment (5150 eV), with implications for plasma processing of III-V device structures.

Introduction

One of the major issues with dry etching of GaAs and related materials is the introduction of
surface damage by energetic ion bombardment. This has been investigated for a variety of dry
etching methods using both inert and reactive ion bombardment. The degree of damage has been
found to be inversely proportional to the ion mass, and directly proportional to the ion energy.0)
Sidewall damage has also been studied.( 2,3 ) The most obvious effect of near-surface damage is a
reduction in the carrier concentration between 200-1000A from the surface. This is considerably
deeper than the projected range of ions crossing the plasma sheath and must be explained either
by channelling of these relatively low-energy particles or recombination-enhanced motion of
defects, or a combination of both. In at least some cases where H2 is involved in the etch
mixture, there appears also to be passivation of donors and acceptors by association with
hydrogen. This is a well-known effect from studies of the role of atomic hydrogen in passivating
shallow level dopants in semiconductors.

In this paper we will given several examples of the anomalously large damage depth in dry
etched III-V materials and devices, and show that this cannot be accounted for by channelling
alone. It is necessary to involve an enhanced diffusion mechanism, possibly recombination-
enhanced migration of point defects, in order to explain the results.

Experimental

A variety of samples were used for these experiments. Nominally Si-doped (n = 1017 cm- 3 )
bulk InP wafers were exposed to IC2H6 :1OH 2 or 19 CC12F2 :10 2, 4 mTorr, 0.85W • cm - 2

plasmas, with DC biases of -380 V on the sample. The dopant profiles after RIE were obtained
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from Hg-probe calacitance-voltage (C-V) noeasurements. GaAs-AlGaAso HEMT structures
consisting of a 410oA n+ GaAs cap layer, 300A n' A1GaAs dqnor layer, 25, undoped AlGaAs
spacer layer, 3000A undoped GaAs buffer and 10 period, 40A AIGaAs/40A GaAs superlattice
on a GaAs substrate were used for measurement of the saturated drain-source current at 2V
reverse bias as a function of the DC bias on the sample during ekposures to a 30 mTorr 02
discharge. A multi-quantum well GaAs/AGaAos consisting of 500A AlGaA% barriers on either
side of GaAs layers 15, 30, 50, 70 and 100A thick was used to provide a unique spectral
signature of damage at specific depths in the sample. (4) Photoluminescence measurements on the
change in intensity of the individual luminescence peaks from the wells establishes the depth
profile of the induced damage.

Results and Discussion

Figure 1 shows near-surface carrier profiles in etched InP as a function of post-RIE treatments
(30 sec anneals). for the case of C2 H6/H2 etching, the reduction in the net carrier concentration
extends to - 1000A and the initial profile is recovered by 500*C annealing. This reduction in the
doping density is assumed to be due to the creation of deep acceptors in the InP by incident ions
from the discharge, which trap the conduction electrons in the material and are not thermally
ionized at room temperature. We rule out hydrogen passivation of the shallow dopants in the
InP as contributing to the carrier loss, since this appears to be significant only for shallow
acceptor dopants. The depth of the carrier reduction is also considerably greater than the
projected range of ions crossing the plasma sheath. In this case, axial and planar channelling of
the ions might explain the results. For example, the projected range of 380 eV H+ ions is
estimated to be -38A with a straggle of 98A from a Monte Carlo simulation (7 ) and this is much
less than the carrier removal depth. If we take the relation that the final ion distribution has
fallen to 10-3 of its peak value at a distance Rp + 3.72 ARp, whereoAR P is the longitudinal
straggle then the hydrogen should be present to a depth of only -365A. Channelling however
can increase this distance by factors up to -5, and damage created by the channelling ions alone
could account for the depth of carrier removal. In the case of CCI2F2/0 2 RIE the profiles in
Fig. 1 are more complicated because of chemical changes to the surface, but show a similar
effect.(')

] o oUPtooco oc

4 4,

oo04 o 0oao0.

DEPLETION DEPTH (/imr

Figure 1. Carrier profiles in uniformly doped n-type lnP etched in either a C2 11/H 2 or
CCI2 F2 /02 discharge for 4 min, as a function of post-RI- annealing temperature.i O4 ii- i j 1-mm m -WTO 4017mMi nNI•
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We have also observed that bulk GaAs and InP samples ion milled with 100-500 eV Ar+ ions

show the presence of a high concentration (> 1010 cm- 2 ) of dislocation loops at a depth of
130-460, below the surface.(9) PThis again is much greater than the mean range of 500 eV Ar+

ions (24A, with a straggle of 12A).

Figure 2 shows the saturated drain-source current from the HEMT structure as a function of the

DC bias on the sample during a 5 min 02 plasma exposure. There is no measurable change in

IDSS until the ion energy is > 150 eV. It is important to remember that IDSS will only begin to
decrease when damage has permeated the GaAs contact layer and reached the A1GaAs donor
layer, i.e. to a depth of 410A. The damage is expected to be in the form of point defects which

create deep levels in the AIGaAs bandgap, trapping free carriers and removing them from the
conduction process in the HEMT. As the DC bias on the sample is increased above -200 V, the

IDSS values rapidly decrease as more traps are introduced into the AIGaAs donor layer.

120
HEMT100 2 PLASMA

90 sccm
100 r30 mTorr

5 nns

90K i

80\

0 70-
0\

60

50\40 \
30 \\

0 D C IA S O N L Y
1 DC BIAS - MICROWAVE (150 W)

10-

0 50 100 150 200 250 300 350 400
DC BIAS (V)

Figure 2. Percentage change in lDSS of HEMT structures exposed to a 30 mTorr, 90 sccm 02

plasma for 5 mins at DC biases from -25 to -400 V. The GaAs cap layer was in place during the
plasma exposure.

In this case, the depth of damage introduction cannot be explained without invoking rapid

diffusion of the ppint defects into the stricture. The projected range of even 400 eV 0 ions in

GaAs is only 22A with a straggle of I I A .(see Figure 3). We cannot rule out a contribution to

the depth of damage introduction from channelling of the implanted oxygen, but this alone
cannot account for our results.
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Figure 3. Monte-Carlo calculations of projected range and straggle of 100 eV-10 keV O+ ions in
GaAs.

Typical photoluminescence (PL) spectra of the GaAs-AIGaAs MQW structure before and after
exposure to a H2 plasma with 300 V applied to the cathode are shown in Fig. 4. From spectra of
this type we plotted thejntensities for the quantum wells in the damaged regions, normalized to
the intensity of the 100A well buried beyond any feasible damage depth, as a function of sample
depth. This is shown in Fig. 5. In our structure we were able to observe damage effects for
relatively large self-bjases (:200V) and in many cases there was no degradation of the PL
intensity from the 30A quantum well. The lires in Fig. 5 therefore represent worse cases, since
for the Ar 00 and 300 V and H 200 V curves, the damage may have penetrated significantly less
than 1000A. For hydrogen we observed deeper, but less severe damage relative to argon. This
is expected since the lighter ion should create less nuclear stopping damage resulting in atomic
displacements. Once again channelling alone cannot account for the damage depths observed
with Al' ions. Migration of point defects created near the surface must occur to depths of
- 1000A during the plasma exposure. We rule out thermally-enhanced point defect motion,
since the temperature rise of our samples was less than 25°C.

Conclusions

The fact that ion bombarded or dry etched ilI-V samples display damage depths far in excess of
the expected projected range of the impinging ions is a common pher,,menon. In some cases
channelling of these ions once they enter the lattice can explain the damage depths, particularly
for light ions such as H+, but this cannot account for the results obtained with heavier specis
such as 0 + and Ar +. Since thermal motion can be ruled out, one needs to invoke some other
mechanism such as recombination-enhanced defect motion. This is feasible in the highly
ionized environment encountered during ion beam or plasma processing.
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Figure 4. Low-temperature (5K) PL, spectra from GaAs-AIGaAs MQW structure before (top)
and after (bottom) exposure for 2 min to a 150 W (microwave), 300 V bias H2 plasma.
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ABSTRACT

A photoluminescence (PL) study on silicon exposed to various plasmas with the conditions of
reactive-ion-etching is reported. Depending on the composition of the gas used, typical PL spectra are
observed after plasma treatment. Distinct kinds of recombination processes can occur giving rise to
(i) sharp PL lines characteristic of transitions at deep neutral defects known from stadies of defects
produced by high energy irradiation, (ii) broad PL lines tentatively associated with recombination of
an exciton bound at a complex defect or (iii) broad PL bands assumed to arise from recombination
processes around extended defects. The excitation power dependence as well as tl'e temperature
dependence of the intensity of these PL lines and bands are presented.

1. Introduction

Dry etching processes have rapidly replaced wet etching techniques in the fabrication of small
dimension semiconductor devices i . However dry etching such as reactive-ion-etching (RIE), plasma
etching or ion-beam etching, can introduce damage and contamination effects in the exposed
materials 2.3. Although low-temperature photoluminescence (PL) spectroscopy is a powerful
technique for the study of defects in bulk semiconductors, it does not yet appear to be extensively
used for the characterisation of plasma exposed surfaces, and the number of related publications is
very small4-8. Therefore we report here a PL study of n- and p-type silicon exposed to various
plasmas with the conditions of RIE treatment. Depending of the composition of the gas used, typical
PL spectra due to distinct types of recombination processes are observed after plasma treatment.

2. Experimental procedure

Boron (10 fkcm) and phosphorus (5 flcm) doped, <100> oriented Czochralski (Cz) grown silicon
wafers with an initial concentration of 3.9xi017 and 9x10 16 oxygen atoms per cm3 and 3.8x!0 t7

and 5x10 15 carbon atoms per cm3, respectively, have been used in this study.

Before being loaded into the plasma chamber the silicon wafers were given a 30 seconds dip in dilute
HF. They were positioned on the water cooled electrode of a diode reactor to which 225 W of 13 56
MHz rf was fed. The plasma pressure was 25 rTorr, the exposure time 10 minutes and the gas flow
rate 100 sccm. The plasmas used were argon (At), deuterium (D2), carbon-tetrafluoride (CF4), a
mixture of 50% argon-50% deuterium (Ar-D2) or a mixture of 80% helium-20% hydrogen-bromide
(He-HBr). The maximum sample temperature reached during plasm treatment was 70- 100C.

Photoluminescence measurements were done at temperatures between 2 K and 120 K using the
514.5 nm line of an Ar+ ion laser for excitation. The luminescence was dispersed with a SPEX 1464
0.85 m double grating monochromator fitted with two 600 grooves/mm gratings blazed at 1.6 Iuo. A
liquid nitrogen cooled North Coast E0817 Ge detector was used with a mechanical chopper and a
conventional lock-in technique to recover the PL signal.

3. Experimental results

Figurt I shows typical PL spectra at 2 K of p-type silicon samples after various plasma treatments.
They all contained the phonon replica of the boron bound cxciton (BE) (transverse acoustic BTA.
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1. PL spectra at 2K of p-type Cz silicon 2. PL spectra at 2K of n-type Cz silicon before
after plasma exposure using as a plasma He- (a) and after plasma treatment using as a plasma
HBr (a),CF4 (b), Ar (c), Ar-D2 (d) and D2 (e). He-HBr (b), CF4 (c), Ar (d) and D2 (e).

transverse optical BTO, two TO phonon transition B2TQ and two-hole TO transition Bh)9. No change
in the PL spectrum was observed before and after He-HBr plasma treatment (Fig. 1 .a), whereas
additional PL lines or bands appear after plasma exposure using other gases. The main effect after
CF4 plasma treatment is the observation of the G and C lines (Fig. 1 .b) whereas Ar and I)2 (or Ar-D2)
plasmas induce a broad PL band located at 935 meV with a halfwidth of 76 meV (Fig. 1 .c) and at 900
meV (80 meV halfwidth) (Fig.lI.d-e), respectively. The structure observed around 900 meV is due to
water absorption and the parts of the spectra indicated by the arrow are magnified by the factor
specified in the figure.

A similar behaviour is observed for the n-type material except for the He-HBr treatment. On all the
spectra the phosphorus BE lines are observed (Fig.2) and are denoted in a similar way as the boron
BE lines (pNP and pe denote the no-phonon line and the two-electron TO transition, respectively).
The G and C lines are also observed after CF4 plasma treatment (Fig.2.c) whereas broad bands at
945 meV (halfwidth 76 meV) and 903 meV (80 meV halfwidth) emerged from the PL spectra after Ar
(Fig.2.d) and D2 or Ar-D2 (Fig.2.e) plasma exposure, repectively. Moreover after He-HBr plasma
exposure two broad PL lines with a halfwidth of 13 meV were observed at 1020 and 958.6 meV
(Fig.2.b), repectively, the first (1020 meX') being superimposed on the p2TO line.

Resulting from the plasma exposure, shifts in energy position of the boron BE lines and the electron-
hole-droplet (EHD) band were observed to occur towards the low energy side with a maximum of 2-
3 meV depending of the plasma characteristics. In any of the n-type plasma exposed material no
shifts of the phosphorus BE lines and El-D band were observed.

The dependence on the laser excitation power was measured at 2K for various lines or bands
observed on the PL spectra, as shown in Fig.3 in the case of the phosphorus doped sample. The PL
intensity of the phosphorus BE line is increased linearly with power until saturation was attained at a
high enough excitation power. However the PL intenisity of the other emissions sdch as the G and C
lines after CF 4 plasma, the broad PL line (958.6 meV) observed after He-HBr plasma on n-type
silicon and of the broad PL band observed after Ar, D2 or Ar-D2 plasma on any material, is increased
with a sublinear dependence of the excitation power due to the competition between the various

ii I I [ I I ~ ii I III! I I II I I I ll lmI IIIII I • I IWI
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3. PL intensity as a function of the excitation 4. Temperature dependence of the integrated
power of x pTO line and a 945 meV band after Ar a FE line (a), x He-HBr broad lines (b), + Ar
plasma (a), x pTO, + G and a C lines after CF4  induced band (c) and I Ar-D2 related band (d)
plasma (b), x pTO line and % 956.8 meV broad intensities on the n-type plasma exposed
line after He-HBr plasma (c) and x pTO line and samples.

a 903 meV broad band after Ar-D2 plasma (d).

recombination channels. Neither energy shifts of the observed PL line and broad PL bands ,nor any
new PL bands are observed as the excitation power is increased.

The temperature dependence from 2K up to 120K of some of the RIE induced PL lines or bands has
been investigated, and figure 4 shows their integrated PL intensity as a function of the reciprocal
experimental temperature. As expected, at temperature higher than 4K the free exciton (FE) was
observed. Its temperature behaviour is plotted in Fig.4.a. as a reference and gives a deactivation
energy of 14.5 meV9, as determined by the slope of the straight line. The 1023 and 958.6 rneV broad
PL lines observed on He-HBr exposed n-type material show similar temperature behaviour, no
energy shifts of their position and no additional lines are observed as the temperature increased
(Fig.5.a). They remain rather constant up to 20K with a slight increase in intensity due to the
quenching of competing shallow recombination channels, and are quenched above 20K with a
deactivation energy of 25 meV (Fig.4.b). The 945 meV PL band observed for the n-type sample after
Ar plasma exposure shifts in energy position from 945 meV at 10K to 905 meV at 80K. Its intensity
increases with increasing temperature up to 20K and above 30K is decreased with a thermal
deactivation energy of =19 mtV (Fig.4.c). Similar behaviour is observed for the 903 meV (at 2K) PL
band on Ar-D2 exposed n-tyre iraterial, which shifts to 842 meV at 110K. Some recorded spectra at
selected temperatures are shown in Fig.5.b. As the sample temperature increases this broad PL band
increases in intensity from 4K to 30K, thereafter the PL intensity decreases with a deactivation
energy of 25 meV (Fig.4.d). Figure 6 shows the variation of the energy position of these PL bands
as a function of temperature, together with the expected variation of the silicon band gap energy.

4. Discussion

It is now well established that reactive-ion-etching introduces damage into the semiconductor surface.
This modification of the silicon near-surface is generally investigated by various surface analysis
techniques such as Auger electron spectroscopy, in-situ x-ray photoelectron spectroscopy (XPS) or
transmission electron microscopy (TEM). Although photol, iminescence is a powerful tool for the
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5. PL spectra recorded at the indicated experimental temperature in the He-HBr (a) and in the Ar-D2
(b) plasma exposed n-type sample.

characterisation of defects in bulk material its
application to the study of near-surface

11 11D~noo semiconductor properties can give useful
0information, however. The penetration depth of

x*, the exciting 514.5 nm radiation is about I im at
= 20 . 2K in bulk silicon. However, the diffusion depth

X of photo-generated carriers is much larger, it can
+1+ be of the order of few tens of micrometers40 x depending of the concentration of defects pr .sent

> + + in the crystal Laser excitation of silicon produces
a large non-equilibrium concentration of electrons

+ and holes which form excitons at low

e 60 + temperature. These excitons can recombine either
+ directly giving rise to the free exciton (FE)

luminescence, or indirectly after various
relaxation processes as interaction with defects or

S, , , I J . , localisation at different centres. Radiative decay of
0 40 80 120 excitons bound to impurities or defects gives rise

Temperature (K) to specific luminescence features, which often
allow to extract electronic properties of the

6. Variation of the energy position of the Ar- respective centers.

plasma induced broad PL band (945 meV at The experimental results presented above clearly
2K) (x), Ar-D2 related band (903 meV at 2K) indicate distinct electron-hole recombination
(+) and the expected silicon band gap energy processes occuring in our plasma etched induced
(a) as a function of the sample temperature. samples. There is of course luminescen,:e related to

the dopant impurity of the material as the dominant
feature in the PL spectra at low temperature, and as expected the FE recombination was also observed
at sample temperatures between about 8K and 50K. However in our plasma exposed samples other



Materials Science Forum vols. 83-87 1449

kinds of recombination processes occur, depending of the composition of the gas and plasma
treatment conditions. They reflect various kinds of recombination processes which indicate the
presence of distinct types of defects.

The sharp G and C PL lines observed here after RIE process using CF4 as a plasma (see also Ref.4)
are well known from irradiation or implantation studies9 and are characteristic of radiative transitions
at deep neutral defects. The Cs-Sii-Cs (subscripts s and i stand for substitutionnal and interstitial,
respectively) complex is generally associated with the G line , whereas a center containing at least one
carbon atom and one oxygen atom is related to the C line. We shall mention here that we have also
observed these both lines in a high resistivity float-zone sample exposed to a high pressure D2
plasma10. We then tentatively propose that positive ions which induce the most important form of
energetic particle bombardemnt in dry etching, have enough energy to displace impurity atoms as
carbon and oxygen in the near surface region. This energy can be in the order of a few hundreds of
eV 11. Under these conditions the formation of other deep neutral defects containing extrinsic
impurities or intrinsic point defects and resulting from the displacement of atom after the ion
bombardment during the plasma treatment is expected. It is thus not surprising to observe after
plasma exposure followed by heat treatment the T line at 935 meV8,10, which is associated to a defect
involving carbon impurities, the P line center at 767 meV 10 proposed to involve carbon and oxygen
atoms, or the W line at 10197,8 meV and the X line 8 at 1040 meV ascribed to defects involving
vacancies. Moreover the formation of complexes involving atoms from the plasma is also possible
and can explain the observation of the PL lines detected at 1008 and 997 meV after He-HBr plasma
and subsequent annealing 8, these latter two lines being previously reported after hydrogen
implanta. 0 2.

We previously reported a detailed PL study of silicon exposed to He-HBr gas as the plasma,
including the effect of subsequent annealing8. We report then here a brief report of our previous
discussion regarding the effect of this treatment on the PL spectra. We suggested that the He-HBr
induced broad lines located at 1020 and 958.6 meV, respectively, were associated to the NP and TO
phonon replica recombinations of the same exciton which is bound to a complex defect. The binding
energy of the loosely-bound particle in the complex is estimated as 25 meV from the temperature
dependence of the broad PL lines (Fig.4.b). The identity of the complex cannot be firmly etablished,
however we proposed an involvment of intrinsic point defects and atoms (hydr,.gen) from the etch
plasma. The broadening feature of these lines was assumed to be due to an inhomogeneous strain
field around this complex defect.

A com',arison of the effect of RIE treatment using as a plasma D2 or a mixture of 50% Ar and 50%
D2 sh( ws the same PL behaviour whereas after Ar plasma the relative intensity of the observed PL
band . less intense and the energy position is higher (about 40 meV), without distinction of the type
of the silicon sample. The Ar plasma exposure seems thus to induce less defects or defects with
lower luminescence efficiency than when D2 is added to the plasma. Additionally, the conditions of
the plasma treatment, mainly pressure of the plasma 7,10, exposure time 6,10 and temperature of the
sample7, have an important influence on the observed PL spectra. We propose that competition
between ti e formation of defects occurs during the plasma treatment and competition between the
various recombination channels (radiative or non-readiative) complicates the understanding of the PL
data. If some plasma conditions, as using CF4 gas as a plasma for instance, favour the formation of
point defects or simple defects, such as the G or C line center, other plasma conditions could induce
more complex or extended defects as observed with TEM analysis 14.Around these extended defects
local modification of the crystalline potential could be considered. Therefore electrons confined in
wells surrounding these complexes could recombine with holes in two different ways, depending on
the considered model. Firstly recombination with holes from the valence band and localised far away
from these extended defects could be envisaged, if we consider binding to the conduction and valence
band without band-gap narrowing as the model proposed to explain the various properties of the so-
called new-donors in annealed Cz silicon 15,16. Secondly if band-gap narrowing occurs as previously
proposed17,18 after plasma exposure, recombination of the electron and hole both confined near the
extended defect could be possible. In any case both these models can explain the optical properties of
the broad PL bands observed here after plasma treatment, iuch as the temp.rature dependence with
the shift in energy position. Moreover we believe that the luminescence from these types of
recombination is very efficient.
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5. Summary

In summary we have performed a photoluminescence (PL) study of optical defects introduced after
plasma exposure in the near surface silicon crystal. Ar, D2, CF4, mixture of 50% Ar and 50% D2 and
mixture of 80%He and 20% HBr were used as a plasma for the RIE treatment on n- and p-type Cz
silicon and are shown to introduce damages in the near surface silicon material. The conclusions from
this study are :'
(i) Various kinds of defects are introduced in the silicon crystal by RIE treatment. They firstly
comprise point defects or simple defects such as carbon and/or oxygen related centers or vacancy
related centres giving rise to sharp PL lines known from studies of defects introduced by high energy
irradiation. Broad PL lines ascribed to recombination of excito,;; bound at complex defect are also
observed. Finally very broad PL bands are tentatively associated to recombination around extended
defects. Competition between the formation of these various defects is shown to depend on the
plasma conditions and sample characteristics.
(ii) Competition between the various recombination processes is revealed to play an important role on
the understanding of the PL spectra.
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SiO2 PRECIPITATION IN SILICON
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ABSTRACT

From studies of diffusion behavior of dopants and neutral impurities, it has been
concluded that vacancies (V) and self-interstitials (1) coexist in silicon at elevated
temperatures. Adopting this conclusion, we investigate the influences of these point
defects on Si0 2 precipitate growth over a wide temperature range (40G-1200"C). We
assume that these point defects play the essential role of providing the strain relief
during Si0 2 precipitate growth. In this context, we model how the point defect
concentrations change in the vicinity of the precipitate, and show that these local
variations affect the flux of the oxygen atoms through the oxygen/point defect
reaction at the precipitate surface. In the two extreme cases studied, (V-only and I-
only) the model predicts an oxygen flux low ,r than that limited by oxygen diffusion
alone (oxygen-diffusion-limited precipitation his been experimentally verified). For
the case of V-only, this difference is orders of magnitude, indicating that a V-only
model is not capable of fitting experimental data. However, the model for I-only
predicts a flux only 30% lower than that limited by oxygen diffusion at temperatures as
low as 4001C, which is well within the error range of the oxygen precipitation data
We conclude that, while vacancies may contribute to some extent, self-intcrstitials play
the predominant role in providing strain relief during Si0 2 precipitate growth

1. Introduction

Intrinsic point defects are important in many diffusion and precipitation processes in
silicon. In early times,, vacancies (V) were the only point defect considered. In 1968.
Seeger and Chik I proposed that self-interstitials (I) also play an important role.
touching off a V vs. I debate which continues to this day.2 In the last decade, however.
studies of impurity diffusion under non-equilibrium conditions has established that V
and I both contribute. This has allowed calculation of the fractional vacancy and
interstitialcy contributions to diffusion of many substitutionally dissolved elemcnts. 3 . 4

While the V/1 components of substitutional dopant diffusion has been extensively
investigated, the same is not true for precipitation. It is generally agreed that point
defects are necessary for relieving the strain associated with the volume increase
during SiO2 precipitation, but the fractional V and I contributions to this process have
not been examined. In this paper, we address this problem.

2. Approach

We begin by noting two types of experimental observations. First, several studies have
shown that the oxygen precipitate growth rate is limited by oxygen diffusion.5 " 7

Secondly. the formation of Si0 2 in silicon involves a volume expansion of more than
100%, which creates a strain in the surrounding matrix. Hu8 has shown that without
strain relief, this strain is so large that, at most temperatures, it would completely
prevent precipitate growth. Therefore, for Si0 2 precipitate growth, there must be
some means of strain relief. Based upon the second observation, we assume, as others
have, 9 -18 that the strain relief is provided by point defects: either V absorption or /
emission. Since experiments showed that oxygen precipitation is predominantly
limited by oxygen diffusion, we conclude that the flux of the point defects involved in
strain relief must be similar in magnitude to the oxygen: fiux expected for impl'
oxygen limited precipitation
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Another conclusion we draw from the above observations is that, during growth, the
reaction at the precipitate surface between oxygen and point defects is proceeding
faster than the influx of oxygen atoms. From this we assume a local equilibrium
between the species, which allows the use of the mass-action law at the
precipitate/matrix interface. At the precipitate surface, point defect concentrations
affect the oxygen concentrations, and hence change the oxygen flux This means that
point defect under/supersaturations at the precipitate surface affect the oxygen
precipitate growth rate.

Based upon the above observations and assumptions, we examine a flux balance for a
one precipitate case. The fluxes of the species (oxygen and one point defect species)
are controlled by the supersaturations in the bulk and a, the precipitate surface. The
bulk supersaturations are known (oxygen is measurable, and the point defect
concentration is assumed to be at equilibrium) and are independent. In contrast, the
supersaturations at the precipitate surface are not independent, since the local
equilibrium is in effect. Therefore, there is only one set of supersaturations at the
precipitate surface which both satisfies the local equilibrium and allows the fluxes to
balance. Upon finding these supersaturations, we can compare the resulting oxygen
flux to experimental data, and draw coaclusions about the viability of the system.

It is likely that strain relief involves both V and I. We wish to determine tile relative
contribution of each. To do this we study two extreme cases: V-only and /-only.

3. Vacancies Only

If vacancies are the predominant intrinsic point defects, the precipitate is entirely
dependent upon the matrix to provide the strain relief. The V must arrive at a rate
high enough to match the oxygen flux. The integrated oxygen flux Jox into the
precipitate is given by

Jox = 4,nrDoxCoqx (Co"(02) - Cox(r)) , (1)

where we have used the standard equation for the integrated flux into/out of a
spherical point ,.nk/source. Here Dox is the oxygen diffusivity, ,, is the oxygen
thermal cquilibr;um concentration, and Cox(r), Cox(*-) are the oxygen concentrations
at the precipitate surface and in the bulk, respectively. By changing the prefactor 41tr
in Eq. 1 it is possible to model the flux for precipitates of other shapes. However, it will
soon be clear that the prefactor plays no role in the subsequent analysis. Thus,
although we model here for a spherical precipitate, the conclusions we draw arc just as
applicable to other precipitate shapes. This versatility is important, since precipitate%
take on different shapes at different temperatures. 1 6

During the initial stages of precipitation, the vacancies in the vicinity of the
precipitate are quickly consumed, creating a local V undersaturation. This creates a V

concentration gradient between the precipitate (Cv(r)<<C~v) and the bulk (Cv(**)=(!,),
allowing a continuous flux of V flowing into the precipitate which balances the
incoming oxygen. This flux, Jv, is given by

Jv = 4rDvC(Cv() Cv(r)) (2)

Since there is roughly a 100% volume expansion during SiO2 formation, a convenient
approximation is that for every two oxygen atoms incorporated. one V must also be
absorbed. Other factors may affect this ratio slightly, but these changes do not
dramatically alter the results we present here. (Such factors may include volume
expansions different from 100%, or the ability of the matrix to absorb some strain.
reducing the demand for V absorption.) We use this 2:1 ratio of oxy,,en'V to writc a
flux balance between the two species as
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ID.4 !- Co() Cox(r) v .q Cv(o) Cv(r)2 ( _ (3)

where the 4nr terms have canceled out. To solve this equation, we use Do0 =0.2exp(-

2.56cV/kBT)cm 2 s- 1 , Coxeq=3.2xlo 2 1exp(-l.O3eV/kBT)em
" , and Dvq--3x10 2 2 exp(-

4.3eV/kBT)cm's " 1 from references 19, 20, and 3 respectively. Cox(oo) can be measured

and we assume CV(,o)= d'. Justification for this last assumption is given in Section 5.
This leaves Eq. (3) with two unknowns: Cox(r) and Cv(r). Since the growth stage ol
precipitation is known to be oxygen-diffusion-limited and not reaction-limited, we
assume that the reaction at the surface between the incoming oxygen and V is
proceeding comparatively fast, We can then write the reaction's equilibrium equation

Cox(r) V /X (4)

where fQ is the SiO2 molecular volume, and a the surface energy density Using Eq. (4),

we can rewrite Eq. (3) in terms of one variable, CV(r)/Cv!.

i~ ___ - V ),e p( _~Drv~ Cv(r)1 5
2 L , Cv(r) rkBTIJ i t j

For any given temperature, the solution Cv(r)/C!vq provides the undersaturation ol V
required at the precipitate surface which will allow a sufficient in-flux of V. Us'ng
Cox=lxlO 18 cm "3 and a=0. we have plotted solutions to this equation in Figure 1.

T(°C)
1000 800 600 400

0

S1o 4 1,for
. ,I-only case

CL 1

10.4  V, for

0Vonly case

CL .8  
1.68

.6 .8 1.0 1.2 1.4 1.6

10 3/T (K1 )

Figure 1: Point defect under/supcrsaturations required at the
precipitate surface in order to obtain a flux balance with oxygen.

Assumes initial oxygen concentration of 1018 cm "3 . From Eq. (5) and
Eq. (9).

This large V undersaturation at the precipitate surface mandates, via Eq. (4). a fairly
large local supersaturation of oxygen. This decrease., the oxygen flux. via Eq. (I) To
study the significance of this decrease., we note that SiO 2 precip-tation data fairly well
fits models which ignore the influence of point defect fluxes. If our model is to mach
the same data, the predicted precipitation rates (oxygen fluxes) predicted by our model
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s.ould be similar to those obtained from a model which assumes just oxygcn-ditlusion
limited precipitate growth. To test this. we define QV. a ratio of the oxygen flux in
which V are considered to that in which V are ignored

DOX~I.!L . - fvrjX p (Fl

Qv " -CU- Cv frkTJ (6)

Doa[.g n)- - ex rk]

Values of Qv much less than I would indicate that the process does not match
experimental data very well. In Figure 2 we plot Qv (for F=0) as a function of
temperature The extremely low values for Qv indicate that this vacancy model can not

accurately describe published data. 5 -7

T (oC)
1000 800 600 400

I-only
model

.l

0 V-only
.001 model

.0001

.6 .8 1.0 1.2 1.4 1.6

103/r (K "1)

Figure 2: Ratio Q of oxygen flux into precipitate if intrinsic point
defects are accounted for, to the case in which point defects are
ignored. Values of Q significantly less than I indicate a model
incapable of fitting experimental data. From Eq. (6) and Eq. (10).

4. Self-Interstitials Only

In this scenario, in contrast to the V-only t.ase. the precipitate has control over the
strain relief and point defect flux, since it can emit I whenever necessary. During the
early s:ages of precipitation, this I emission generates a supersaturation of I around
the precipitate. forming a gradient which allows continuous out-flux of I during
precipitation. The development is similar to the V-only case. The flux balance is

-q[C xO) Cot(r) tl qjC(r) - (*)] 7

pq eq

The reaction at the precipitate surface provides
L

C wt(r) i/C ,r) ex 'f (I

Substituting Eq. (8) into Eq. (7) we obtain
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)1 e.q CO.
i- Do x( - (!) xp( o.L DC - ] (9)
2 1 rksT J diptq c qj

Using Dleiq=4,57xlO2 5 exp(-4.84cV/kBT)cm-ls - 1 from Stolwijk c al. 2 1 ., and the
assumption that in the bulk the point defect is near equilibrium ( Eq. (9) is
reduced to containing only one unknown: Ci(r)/d q. Solutions to Eq. (9) are plotted in
Figure 1. These I supersaturations increase the oxygen supersaturation at the
precipitate surface, via Eq. (8). thus decreasing the oxygen flux. In analogy to the V
case, we define QI, a ratio of the oxygen flux in which I arc included, to the oxygcn flux
in which I are ignored:

Q, C u Irknqjf, (k)

D0.. Cf _ " cx i

We have plotted Qi in Figure 2 for o=0. The slight decrease (roughly 30% at 4000 C) in
oxygen flux is insignificant compareA  to the uncertainty in the experimental
precipitation data. Although here we have addressed the simple case of o=0. we have
found that this factor only " s a significant role for very small precipitates
(containing less than about is, or r=20A). We conclude that self-intcrstitial..
not vacancies, are the pre loint defect during SiO2 formation.

5. Additional Notes

An important point to note in this approach is that the results obtained are dependent
upon the products DV VI and Did, and not simply the diffusivitics (Dv and DI). There

appears to be a general agreement on the quantities DvCv 3,22 , 23 and DIe 3, 21
However, estimates for diffusivilics of point defects span orders of magnitude. so
models dependent upon such a quantity may be considered as unreliable.

Note also. *hat in both cases we assumed that the intrinsic point defect concentrations
in the bulk arc near their thermal equilibrium values, and derived point defect undcr/
supcrsaturations at the precipitate accordingly, The other extreme would set point
defect concentrations to equilibrium at the precipitate and seek the rcquircd super/
undcrsaturations in the bulk. The resulting Q ratios would always be 1. so the model
should match data. However, these situations arc unrealistic. If large super/
undcrsaturations existed in the bulk, then phenomena such as oxidation- or
nitridation-cnhanccd diffusion. 3 . 4 which provide enhancements of 2 to 3. would he
undetectable. Thcrcforc, we conclude that typically. point defect supcrsaturatiotn, in
the bulk are relatively low, and the assumptions made above should hold true.

To further corroborate our findings, we consider the required amount of I or V for
precipitating out a large amount of oxygen (> 10 17 cm' ). To relieve the strait. L
similar magnitude of point defects must be involved. For the case of I-only, the
precipitate has no problem generating this large number of point defects. For the case
of V-only, the V must come from the bulk, which is highly unlikely. These V mut
either exist naturally prior to precipitation (i.c. a large supersaturation of V in the
bulk quenched in from the crystal growth process), or must be generated during te
precipitation process. We have described above why the first option is unlikely. For
the second option (continuous supply of V to the bulk during precipitation). wc
consider three possible processes, and find that none arc viable: I) in-diffusio of
vacancies from the surface, which is much too slow. 2) generat ,n of I-V pairs. Mitch
would simultaneously generate large. energetically unfavorable supersaturation. ol 1.
and 3) dissolution of V agglomerates, which appears to be insufficient. inc
Mariolon 7 4 has estimated an upper limit of roughly l(!15 cm"3 for V in agglonicraic,



1456 ICDS- 16

6. Summary

For quite some time, point defects have been assumed to act as strain relief mcchanisms
during Si0 2 precipitate growth, yet their role in precipitate growth dynamics is still
unclear. Precipitation models which ignore point defects can already adcquatcly
explain experimental data, which display oxygen-diffusion-limited precipitation
behavior. Therefore, by introducing point defects into an Si0 2 precipitation model, we
can not make dramatic improvements in data fitting. However, we are able to address
which type of point defect is involved. We do so by noting that the influx of oxygen
must be balanced with a point defect flux of similar magnitude, and by realizing that
these fluxes arc mediated by the reaction at the precipitate surface. We find that
vacancies alone are incapable of providing strain relief at the necessary rates. A
model using only self-interstitials, however, can match the data over the temperature
range 400-1200*C. We conclude that self-interstitials are the predominant species for
strain relief during SiO 2 precipitation.
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ABSTRACT

In this paper we report for the first time, results of investigations of the
deep levels associated with oxidation-induced stacking faults decorated with
copper in n-type Si. For this purpose, Deep Level Transient Spectroscopy was
used. It is found that the emission behavior of the copper-related states
shows similarities with that observed in the case of the stacking faults which
were not intentionally contaminated. Their emission properties change
depending on metal location on a Frank partial dislocation, and are strongly
modified by copper diffusion conditions. It is shown that the electrical
activity of the extended defects is crucially important when they are
decorated with copper. The results of precise DLTS profiling along the
extended defects, depending on their size, are discussed in terms of the
gettering effect of metals at the stacking faults.

INTRODUCTION

For manufacturing Si devices various technological steps are necessary in
which high temperatures, including oxidation processes, are involved.
Different inds of crystallographic defects, such as dislocations, stacking
faults and oxygen precipitations are then generated. Extended defects are
considered to be a major factor limiting device periormance. For example,
Kolbesen et al. [1] established the influence of oxygen-induced stacking
faults (OSFs) on increasing leakage current in metal-oxide-semiconductor power
devices.
It is a well-known fact that extended defects, especially dislocations, can
act as a sink for metallic impurities that themselves are a continuing problem
in device technology. This is due to the fact that they introduce levels
placed deeply in the energy gap, and that is why they can act as
generation-recombination centers disturbing device characteristics.
Moreover, recently it has been demonstrated by Peaker et al. [2, 3] that deep
states move to mid-gap positions as a result of common action of metallic
impurities and OSFs. Taking into consideration the above facts, we see that
extended defects and metals, when present in active parts of devices, become
detrimental to their performance [4, 51. On the other hand, for the same
reasons, extended defects, acting as sinks, can play a positive role in
eliminating metals when they are outside active junctions. In both cases,
investigations of the interaction between the defects and metals seem to be
important.
Such studies are also interesting from the point of view of fundamental
understanding. Since it has been shown that dislocations can introduce a band
of levels, it is still debated whether electrically active states are
associated with dislocations or with the metals decorating the dislocations.
In this respect it is important to study the electrical activity of extended
defects by introducing metal impurities. The investigations may also answer
the question of whether extended defects should be eliminated or if their
activity can be decreased by excluding metals. It is the purpose of our work
to present results of Deep Level Transient Spectroscopy (DLTS) studies of deep
levels associated with OSFs decorated with Cu in n-type Si. There has been a
considerable amount of work concerning dislocations, including DLTS
measurements. However, most of the work has been done on plastically deformed,

ored
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and not intentionally contaminated, crystals. The results obtained so far by
different authors in n-type Si have been reviewed by Peaker and Sidebotham [6]
and Omling et al. [7j. Several groups of deep states, labelled according to
original notatioa from A to D, have been found (for the details see [8]).
In contrast to the extended defects studied preYoutly, OSFs are characterized
by unique features when nucleated by surface daimage. They have equal lengths
and they are present only close to the surface, in a layer whose thickness is
determined by their lengths. Thanks to this, we can study electrical activity
along the stacking fault, as well as as a function of its size.

EXPERIMENTAL DETAILS

The scheme of our experiments is shown in Fig.l. An Si wafer was cleaved into
few groups of slices. The first was

110)- oriented ]polished (with 1tpm diamond slurry),
n ,- Si (vPEJ: P carefully cleaned and oxidised in dry 02
Nd -

= 
2 X 

10W
3 Iat a constant temperature as a function

polishe n of time. In this way, OSFs with different
final lengths (0.7-6)p were produced.

oxidation i dry 02- grown Next, the slices were contaminated from
1°s 0"ClI

S  ...._an infinite source by evaporation of Cu
IOSFs on the back-side of the slices. Diffusion

-0- .,., J Cu in,2 C Uwas performed at 7500C for 30 min inN
,rnJ 7C"U WIn (m5.i-g ambient. The slices chosen, containi

40-I0 3pm long OSFs, were also contaminated
with Cu at differenj temperatures of
diffusion (600 - 900) C. After diffusion,

rAl-coCIt._ all the slices were cooled in air.
In parallel, reference samples were
produced, i.e. samples containing OSFs,

Fig.1 Scheme of experiments, not contaminated but annealed under the

same conditions as those for which diffusion was performed. Additionally,
another kind of reference sample, non-polished but oxidised (without OSFs),
and so-called as-grown samples, were prepared. These two groups were also
contaminated with Cu as a function of temperature of diffusion. After
oxidation and diffusion processes, parts of the slices produced were etched in
Y3 [91 and the surfaces were examined by means of optical Nomarski and
scanning electron microscopes.
Au-Schottky barriers of Imm diameter and Al-ohmic contacts were evaporated.
DLTS measurements were conducted with a Bio-Rad DL-4600 system. All the DLTS
sPectra presented were obtained at the rate window en = 200s"1 and the pulse
arion time tc-bms.

EXPERIMENTAL RESULTS

From a comparison of the DLTS spectra in contaminated and associated reference
samples, it can be concluded that Cu diffusion results in a pronounced peak at
about 200 K. Since, no additional levels with high concentrations have been
found in the temperature range (80 - 350) K, we attribute the level to Cu The
spectrum in the presence of 3pm long OSFs, contaminated with Cu at 750C, is
given by the largest curve in the back of Fig.2. A broad line is observed when
the DLTS signal is integrated through the whole penetration depth of the
faults. However, as was observed in the case of so-called "clean" OSFa (81,
the line transforms into discrete peaks of point defect-like shapes when the
electrical activity is profiled within thin slices along the faults. The
measurements were performed by changing the reverse bias V R while the pulse
amplitude was kept constant and equal to 0.5V
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Again, the most remarkable feature of the spectra are changes in the
characteristic peak temperature and their associated changes in the activation

X 05

-

IiC!

50

100 200 300 Y,.v
T (K)

Fig.2 DLS spectra for n-Si with 3jim long OSFs contaminated with Cu at
750 C/30 mm. Each line represents a measurement for different spatial
window. The values of reverse bias V R and voltage levels of pulses V i
are shown at the right hand side. In the back of the figure the DLTS
spectrum obtained at VR = - 3.5V with Vi =OV is shown.

energy. The disappearance of the DLTS peak for observation regions placed far
from the surface also suggests a correlation of the Cu-related trap with the
presence of the OSFs. In order to check if such a coincidence does not happen
accid-ntially, the spatial distribution of the trap as a function of stacking
fault length was determined. Since the penetration depth of the OSFs changes
with ther length, the spatial distributions were expected to be substantially
different. The profiles obtained in the samples containing OSFs with the final
lengths equal to from O.Jm to 6nAm e shown in the Fig.3. Diffusion of Cu was
performed to all the samples at 750"C. From an inspection of this figure, it
can be noticed that the concentration profiles of the Cu-related state follow
the penetration depth of our OSF& In its turn, this means that the metallic
impurity is also closely related to the extended defects.
For comparison, an additional profie was measured for the trap associated
with Cu in a Sample that was not polished, but was oxidised, and contaminated
with Cu (750 C/30min). This sample contained extended defects different from
OSFs, as was revealed by etching in Y3. In this case, the profile was
completely flat and did not show any spatial correlation even up to 2.5m.
At this point, it should be added that the results in Fig.3 give direct
evidence for the gettering effect at OSFs. It is obvious that Cu is eliminated
from the regions placed under the OSFs. The efficiency of the effect can be
noticed from the dynamics of changes in the trap concentration. From Fig.3,
one can notice that the concentration distributions are not homioneuus and
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the maximum moves deeper into
the sample with increasing OSF
length. They tell us clearly that
the emission behaviour of the
trap and its apparent activation
energy change according to its
location on the FPDs bounding the
OSFs. 1o..4 M"-o. .
The emission properties are also"C)
strongly dependent on the I ,o7jo I :3j^

diffusion parameters. The samples
containing the 3pm long OSFs were
contaminated with Cu in the 113 1

temperature range of (600-950) C.
DLTS spectra sampling the whole
penetration depth of OSFs,
non-typically in a logarithmic
scale, are shown in Fig.4. It can 102
be noticed that the peak
mplitude increases with -

increasing temperature of
diffusion. At the same time, thepeak displaces successively to dl

higher temperatures. Simultane- I--IP
ously, it is less broadened and
and nearly exponential when Cu
is intrqduced at the temperature on 13

of 950'C. The latter effect is
better seen in a linear scale.
Additionally, at this point it is
worth underlining that the level
of electrical activity of the 1
traps is very low when Si is free
from extended defects. The
concetration of the traps in the
as-grown samples which were not
heated before diffusion,and were A1o k W 10

Cu-diffused even at 950 C, was as 0 0
low as 5xl0 1 1cm -3 On the basis
of our results, we can conclude
that the Cu-related trap
considered seems to be Fig.3 Spatial distribution of the
electrically active in the Cu-related trap in the presence
presence of extended defects and, of OSFs with different lengths
as we noticed, its activity a) I 0.7pm, b) I 1.6pm,
increases substantially when the c) 1 = 3 jm , d) 1 = 6 ;pm.
temperature of diffusion is The samples were ,ontaminated
higher than 600"C. with Cu at 750 C/30min.

DISCUSSION OF EXPERIMENTAL RESULTS

The experimental results we obtained so far are summarized in an Arrhenius
plot. They are indicated in Fig. 5 by experimental points and solid lines.

evels 1 and 6 are discussed in (8]. For a comparison, data obtained by other
authors for plastically deformed n-type Si are also included in the figure -see refs. [3-6] in [81. Additionally, data for cases when bulk stacking faults
are present in Czochralski n-Si are also added (rhombs) [101.
As a result of changeable emission properties, there is a possibility of
covering a very wide part of the Arrhenius plot by sampling different regions
around OSFs, or by changing conditions of metal diffusion.
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1015
Fig.4 DLTS spectra for n-Si.

with 3pmu long. OSffs
contaminated with Cu
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Fig.5 Arrhenius plot for
Cu-related levels
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In the Arrhenius plot, results obtained for OSFs decorated with Cu were
compared with those found for so-called "clean" OSFs [8]. Because of the very
good coincidence of the results in the common region (not shown in the
Arrhenis plot), we suppose that also in the case of "clean" OSFs, they are
unintentionally decorated with Cu. On the basis of our results, we would thus
like to suggest that the whole wide region with activation energy from 0.256V
to 0.56eV is reserved for Cu in the presence of extended defects. In this
region, one can notice a Cu-related level at Ec - 0.4eV observed by Brotherton
[111 when Cu diffusion was performed at 10000C/30min (waved line). On the
basis of our results, it is not surprising that the Cu-related region joins
two groups of B and C levels, commonly observed in plastically deformed n-type
Si.
It is worth noticing that _plastically deformed samples were often annealed at
temperatures of (700-900)'C. In this temperature range, decoration of extended
defects by Cu results in appearance of pronounced deep levels.
At the end, there is the important question of whether the extended defects
themselves are electrically active, or become so when decoration by impurity
atoms takes place. From results of our investigations of samples oxidised but
not polished, i.e. when extended defects different from OSFs are present, the
level of electrical activity can be strongly depressed when non-intentionally
contaminated slices are carefully cleaned before a heat treatment. Then, the
concentration of traps can be decreased up to below 5x10Ucm "3 . However, in
this way the effect cannot be reached at such concentration levels in the case
of OSFs, probably because of the high efficiency of gettering of contaminats
by stacking faults.
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ABSTRACT

Electrical properties of deep traps in "clean" epitaxial n-te silicon
containing oxidation-induced stacking faults have been studied by Deep Level
Transient Spectroscopy. Among the various traps detected, one shows a direct
correlation with the faults. The deep trap depth distribution proves that
electrical activity is associated with a Frank partial dislocation bounding
the fault, not the stacking fault plane itself. The Arrhenius plot based
similarities of the traps observed, to those detected in plastically deformed
n-Si, as well as their connection with impurities, are discussed.

INThPDUCTION

It is well known that extended lattice defects within the electrically active
regionk are generally harmffl to device performance, and hence may cause yield
problems - see the refs. in [1]. This is particularly important for silicon
technology, where the high temperature treatment, as well as oxidation
processes, can give rise to stacking faults along with other associated
extended defects. Such defects, especially when decorated with metals, can
induce generation-recombination centers. They increase the leakage current and
reduce minority carrier recombination and generation lifetime. The main
problem is that metals in Si, especially fast-diffusing 3d transiton metals,
are difficult to control (2].
Up till now, the electrical properties of extended defects were intensively
studied mainly on samples in which structural defects were generated by
plastic deformation, followed by annealing at temperatures of up to 900C
[3-6]. It has been proposed by Omling et Al. [6] that the deep levels observed
by the different authors in plastically deformed n-Si can be divided into four
groups on the basis of their Arrhenius plots, as determined by Deep Level
Transient Spectroscopy (DLTS). It has been concluded that the B group of
levels, with thermal activation energy for emission of electrons
(0.27-0.29)eV, and the D levels with energy (0.54-0.68)eV, are related to
point defects located within or very close to the dislocation core. The origin
of the A levels, with thermal activation energy of about 0.18 eV, has not been
suggested. The C groups of levels, C1 (0.37-0.52)eV and C2 (0.48-0.51)eV,
observed in DLTS as an unusually broadened peak, has been shown to be produced
in direct proportion to the dislocation density, and are believed to be
directly related to dislocations.
In contrast to previous studies, we report results of DLTS measurements of the
deep levels observed in the presence of oxidation-induced stacking faults
(OSFs) in "clean" epitaxial n-type Si. It is well established that the OSFs
are (111) extrinsic stacking faults surrounded by a/3 <111> Frank partial
dislocations (FPDs), and have semi-elliptical shapes. Their lengths depend on
the temperature and time of oxidation. The OSFs nucleated by surface damage
show equal lengths because their growth starts from the surface and commences
at the same time.
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EXPERIMENTAL

The investigations were done on (100)-oriented, n-type Si layers grown by

conventional vapor phase epitaxy on n+-Czochralski substrates. The layers were
doped with phosphorous to the level of 2x10cm"3 . In order to produce
nucleation centers, the surfaces of the sliccs were damaged, prior to a heat
treatment, by lightly polishing with lam diamond slurry (H prez Five-Star).
The oxidation processes were performed in dry oxygen wi.h a flow of 10 litres/
min, at atmospheric pressure and temperature of 10500C, for 2 hours. The
average length (at the surface) and the density of OSFs, as determined from a
Nomarski optical micrograph after etching in Y3 [7], were 3.6 pm and

lxl 7cm. 2 , respectively. Schottky barriers and ohmic contacts were-produced-by
evaporation of Au and Al, respectively., hring these processes, the
temperature of the samples was kept below 100"C. Electrical properties of the
deep traps were studied by DLTS using a BIO-RAD DL-4600 system.
Due to the fact that the OSFs grow on the (111) plane, the technique gives a
ufn e opportunity of profiling electrical activity by controlling the depth
of the O s.

RESULTS AND DISCUSSION

An example of a typical DLTS spectrum detected in the samples containing 3.6pum
long surface OSFs is presented in the back of Fig.1. In order to monitor the
nearly whole depth where the OSFs were present, the measurement was performed
at high reverse bias, with the filling pulses going to OV. One can notice two
well-resolved peaks at temperatures of about 114 Kand 285 K, and a broad band
in the (140-250) K temperature range, typical of extended defects. However,
this spectium changes significantly when measurements are performed over a
narrow spatial window. The experimental conditions for the measurements are
indicated in the Fig.1. The successive spectra presented correspond to deeper
spatial windows. It can be noticed, that instead of a broad band, three
well-resolved peaks are observed just under the surface, labelled S, 4, and 5.
A characteristic featire of the spectra is a displacement of the position of
the main peak S to higher temperatures with increasing distance from the
surface. When the simple DLTS mode was used, externally applied electric field

was similar at different dopths, and was about 2xlo 4Vcm "1. It was confirmed
by the Double Correlation DLTS technique that the displacement of the S peak
is very small as the external ficlo bnojs from 2xl0 4Vcm °1 to 7xl0 4 Vcm"n.
That is why a dependence of the thermal emission rate on the electric field
cannot explain the effect observed. Therefore, it seems that the emission
p roperties of the defect change along with its location along the stacking
faults, (probably FPDs).
The S trap also shows a change in volume concentration with increasing
distance from the surface. The profde calculated when the width of the
transition region was taken into account exhibits a pronounced continous
increase of trap concentration (more than one order of numitude) up to the
depth of about 0.9 pm, and then decreases. At the depth of about 1.5 ArM, the
trap disappears. The depth coincides very well with the penetration depth of
our OSFs, as determined from transmission electron microscopy studies. The
distribution of the deep state tells us unumbiguously that the S peak is
associated with an FPD, not the stacking fault plane itself.
In the case of trap I (with energy E c- 0.19eV), a slight increase of its
concentration was observed up to the depth of about 1pm. This may suggest a
weak interaction between the defect and the OSFs. However, this trap also
exists in the absence of OSFs, i.e. deeper than the penetration depth of our
OSFs.



Materials Science Forum vols. 83-87 1465

1x0.75

gz 40

100 200 300 v, .v
T (K)

Fig.1 DLTS spectra for n-type Si containing surface OSFs with the final length
equal to 3.6rm. The measurements were performed for rate window

en =20s 1 and pulse duration time t =lns. Each line represents a

measurement for a different spatial window. The values of the reverse
bias V R and the voltage level of the filling pulses V i are indicated

at the right hand edge. In the back of the figure, the DLTS spectrum at

V R -6V and V =OV is shown.

In contrast to traps S and 1, no influence of the (#SFs on the trap 6 profile
was found. A continous increase of its concentration with increasing depth was
observed. The trap 6 (F - 0.54eV wu also found to be present below the
penetration depth of the OSF9.
The characteristic behavior of the main electron trap S has expected
consequences for its purameters determined from the Arrhenius pt ot. It ws
found that the thermal activation energy and the pre-exponentil factor
incr -3e with increas dth, i.e. moving down the stacking fault. In
sevw I samples investigated, the thermal activation energy charge in
continous manner from Ee-0.25 eV to Ec-0.43 eV. The region of-the changes, as

well as the limiting cases in the Arrhenius plot, are indicated by the arrows
- Fig.2. Since the lowest activation energy was slightly different from sample
to sample, the highest value of the energy showed asymptoticaly a correlajon
with trap 4. It should be underlined that the va~ues of the energy determinedfor trap S are apparent values, since the reason for the displacements in the :
peak temperature positions (Fig.1) has not been established.
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Fig.2 An Arrhonius plot for the DLTS peaks shown in Fig.1. The solid lines
with the experimental points - our results. The data obtained in
plastically deformed n- Si are also included: squares - after [3],
dotted lines - [4], chain lines - [5), dashed lines - (6].

An Arrhenius plot of the traps detected in the samples, containing the OSFs,
is closely related to those previously observed in plastically deformed n-Si.
The traps I and 6 are within the A and B groups, respectively. Due to the
specific behavior of the trap S , it shows a correlation with the B as well as
C groups.. t
In ordering to find the origpn of the traps, the samples containing the OSF
characterized by the same final length (3.6gm) were cleaned using a different
procdure before the oxidation processes. After standard treatment in hot
trichloroethylene, acetone, and methanol, the samples were irally cleaned in
three ways. Two of them were based on HF and HF, plus a full RCA procedure
(8). The third group was treated unconventionally. Knowing that the efficiency
of a cleaning procedure based on hydrogen peroxide (RCA solution) is
time-limited, we utilized this fact in order to gain an uncotroiled
contamination effect. The specimens were dipped in a "dirtW RCA solution,i.e. previously contaminated during the washing of may wafers.L
The DLTS spectra typical of the three groups of samples i.'e presented in
Fig.3. The measurements were performed, when the depletion edge coincided with
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the penetration depth of the OSFs. U was found that the DLTS spectra are
strongly dependent on the cleaninig procedure. Trap 6 almost disappears after
HF plus RCA, and the concentration of trap I is also depressed. The effect is
not so clear in the mwe of the broad band associated with OSFs.

(a)
6o

Fig.3 DLTS spectra for n-ype Si", containing OSFs cleaned
N tin different ways:

oa) HF + "dirty" RCA,' b) HF.
2- c) HF + RCA. The measue.

(b) ments were performed for

% /(C \ rate window en=2O0s01,
100 200 300 pulse duration time t= 1 ims,

T(K) and at V R =- 6V, V i=OV.

T'he results obtained suggest that traps 6 and 1 are related to the impurities
that are introduced into the samples during thermal processes
We also suppose that the broad band in the centra1 part of DLTS spectrum is
associated with non-intentionally introduced contaminant& Specific behavior
similar to that presented in rFg.1 for the trap S, was foj d in the case of
the main trap associated with intentional decoration of OSFs with _ [91. We
suppose that the weak dependence of the broad band on the cleaning procedure
us. iresults from efficient gettering of the impurities by the OSFs.

CONCLUSIONS

DLTS spectra reveal several traps in n-type Si containing the OSFs. One of
them, characterized by apparent thermal activation energy for electron
emission from 0.25eV to 0.43eV, exhibits specific behavior along the FPD, and
is closely related to the presence of the OSFs. The trap 1, with thermal
activation .erq equal to 0.19eV, shows a weak interaction with the OSFs, and
can also e- -t in the ahence of extended defects. The trap 6, with energy of
0.54eV, doe. .iot exhibit any spatial correlation with the OSFa. We suppose
that all the Ir ps obseved are impurity-related.
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ABSTRACT

CZ Si wafers containing oxide particles of size -30 nm were subsequently contaminated with cither
Ni or Cu, given single- or double-anneals and fast- or slow-cooled. The scanning infra-red
microscope (SIRM) was used to determine the number density and size of the active gettering
centres. The results showed that the gettering process depended on the type of metal, the oxide
particle density and the cooling rate. For the specimens given a double-anneal, the gettering
behaviour was often significantly different from the specimens given a single-anneal. The active
gettering centres wer. thermally unstable at high temperatures, indicating that the gettering that
occurs during the fabrication of VLSI is a dynamic process. Mechanisms are proposed to explain the
results.

I. INTRODUCTION

Due to the increasingly small critical dimensions used by present day VLSI and ULSI technologies,
techniques used for the removal of harmful contaminants during device processing are gaining major
importance. One such technique is internal oxide gettering ([00), mainly used for the gettering of
metal contamination. For IOG, Czochralski (CZ) silicon wafers containing interstitial oxygen are
heat-treated to precipitate the oxygen to produce oxide particles in the bulk, while keeping the
surface region of the wafers denuded of oxide particles. During the following device processing
steps, the metal species are attracted to the oxide particles and associated crystal defects, and away
from the wafer surface where the devices are located.

We have studied 100 in a range of CZ silicon wafers containing oxide particles with different sizes
and number densities for a range of fast diffusing metal contaminants (1 to 4). The haze test (5) as
subsequently modified [1) was used to assess the gettering efficiency of the 100 process. We used
etching combined with optical microscopy, transmission mode scanning infra-red microscopy
(SIRM) [6J and transmission electron microscopy (TEM) to reveal oxide particles, associated
dislocations and metal precipitate particles, and in particular to determine particle number densities,
particle sizes and 3-D distributions. It was established that both small (10 to 30 nm) and large
(40 to 80 nm) oxide parices were efficient in gettering copper and nickel contamination, if present
in sufficient number densities within the bulk of the wafers, even though the getting mechanisms

* were different in the two cases.

After previous studies of specimens closely similar to those used for the present work, the following
mechanisms were proposed for the gettering of copper and nickel by small oxide particles [4). For
copper, gettering starts with the precipitation of copper silicide particles at individual oxide particles.
The copper silicide particles then form a colony with a dislocation loop bounding the colony. The
colony grows by the nucleation of additional silicide particles on the dislocation loop while the
dislocation loop extends by climb. The dislocation movement is supported by excess silicon self-
interstitials generated by the metal precipitation. For nickel, metal silicide particles precipitate at

II°
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individual oxide particles and dislocation loops arc punched out. Further metal precipitation occurs
on the dislocation loops while the loops glide away from the oxide partics' and new dislocation
loops are generated. In this case dislocation movement is supported by s'.iin caused by the metal
precipitation. These mechanisms are similar to results obtained from in4;pendent examinations of
specimens with metal contamination, but without purposely introduced oxide particles [7,8J.

In general, it is advantageous to keep the oxygen precipitation at the lowest level (both for size and
number density of oxide particles) at which complete gettering can still be achieved. In the present
work we investigated the effect of oxide particle number density variatiocs and the thermal stability
of gettering for 1OG based on small oxide particles in CZ silicon wafers and for copper and nickel
contamination.

2. EXPERIMENTAL

For our present investigation three groups of CZ silicon wafers were given three-step annealing
treatments to produce oxide particles in the bulk of the wafers. The as-grown wafers contained
-7x0 17 cm-3 oxygen. The first step was used to control the oxide particle number density by
dissolving some of the oxide nuclei pre-cursors and this step was either I 100"C for 15 min., 900*C
for 15 min. or omitted for the three wafer groups. In the following the groups will be referred to as
low, medium and high number density (L., M- and H-) respectively. The second and third annealing
steps were identical for all three groups and were 800"C for 4 hours and 1000*C for 4 hours.

The wafers were then broken into pieces and intentionally contaminated with either copper or nickel.
Following the contamination, the specimens were annealed at 1100C for 10 min. ('drive-in'
anneal). Either slow (-S) or fast (-F) cooling rates of 3 C"Inin. or 100 C/second respectively were
used at the end of the drive-in anneal. In the following these specimens will be denoted by, for
example, L.Cm.F for low oxide particle number density, copper contamination and fast cool after the
drive-in anneal. To investigate the thermal stability of the gettering. specimens M-Cu-S, M-CI-F,
M-NI-S and M-Ni-F were given an additional second drive-in anneal and again were cooled at either
slow or fast rates. Thse specimens will be denoted by suffixes such as -SF, and -FS.

Gettering efficiency was then assessed by the modified haze-test, and the specimens were examined
in the SIRM in bright-field plan-view mode, with the SIRM focussed in the middle of the wafers i.e.
,-300rm below the front surface. For the SIRM examination, the back surfaces of the specimens
were polished mirror flat.

. RESULTS

Oxide Picles
SIRM images from uncontaminated specimens from specimen groups L-, M. and H. showed dark
spots -2 ;gu across (the spatial resolution of the SIRM) with very low (-0.1%) contrast
corresponding to individual oxide particles. From these SIRM images it was determined that the
initial three-step annealing treatments produced oxide particles with number densities -5xl0 6 c -3

-6xlO4 cm"3 and -lxlO9 cm-3 for specimen groups L-, M- and H. respectively and estimated
oxide particle size -30 nm. The latter size was in agreement with TEM results [9] obtainad from
these specimens.

Genering ejciency
Following the metal contamination and drive-in anneal, Secco etching of the front surfaces of the
specimens (haze test) revealed no surface precipitation, indicating complete geaering of the metal
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contamination. The only exception was for nickel with the low oxide
particle number density when fast-cooled (L-Ni-F). for which soni

__ surface precipitation was revealed by etching, indicating incomplete
_ 1rig.

7 _ 0 SIRM images from the contaminated specimens showed dark spots
V _ or lines of spos with increased contrast. Thinies e cotrs-- __ arises from gettcred metal precipitating at the oxide particles in the

_ _ulk in the form of metal silicide particles.

2N-Nickel coniauinaona, dijrn oxide panicle number denstie
b For Ni and fast cool, SIRM image (Figm 1) showed spots -2tam

across with number densiti s 5xl0 6 cm"3, 6107 cn 3  and
Sx107 cm-3 for specime 1-. M- and H-Ni-F respectively. The spot
contrast progrmesvely dcased on going from the low oxide
particle number density specimen to the high number density
specimen. For Ni and slow cool, SIRM imaps (Fiure 2) revealed

5_L__.4 spots -2 pm across but with signifcantly lower number densities
(2-5xiO6 cm 3) and with higher contrast (--30%) for all thre

r, t I SuRM pvikw inup specimens ([,-, M- and H-Ni-S).
from seidm with Ni
wa nomum mnd rm-€oadI Nidel contammino doube d -in nnamm
a) Low ad b) mdim oaft For spcimen M-Ni-FS, SIRM images (Figut 3a) wee similar to
pOiK MW dewim images from specimen M-NI-S, showing spots 3-5 jm across with
(specimcm L-NI-F and M-NI-F) number densities of 2x006cm"3 and with 10-20D% contrast. For

specimen M-Ni-SF, SIRM images (Figure 3b) were very similar to

a ____ images from speimen M-Ni-F, showing spots w2 m across with
M _5x107 cm-3 number density and w 3% contrast.

- ___ Coffer cwarainaim, d~m prnoide prtcle iuamber densities
_ For Cu an fast cool, SIRM images (Fur 4) showed either lag

s_ star shaped fturs 10 to 20 pm across with the points ofhestars
____ alile along c4 10> direction (specimen L-C.F) or spots --2 pm

_ across (specinovs N- and H-Cs-F) The number density was
4xl0 6 cm"3 for the stats and 5-6x10 7 cm 3 for the spots .The

b contrast decreased from up to 30% for the stars to m2% for the
spot For Cu and slow cool, SIRM imag from speciken 1-Cs-S
(Figure 5a) showed larg featur up to -60#m aross with rme
structure which included arts aligned along <1 10> directions. The

number density for thee larg fecature was 4xlO6 cm 3. For
specimen NI-Cs-S. SIRM images (Figur 5b) showed.rw of spots
as2ouin aemai. The rows were 10to25pm long and wr aligned
along i 10> diretioms. The number density of the rows was

Fgure 2 M pb 3x0 7 cm 3. SIRM imags from specimen H-Cs-S were very similar
frm spimm wi NI to images from N-Cs-F and H-Cs-F showing spots with a number

anamiuiw md slow-woliu density of 4x107 cm-3 and with #a1% contrast.
a) Low ad b) I*M Oide
piwteie nun*r desuties
(speciem lO-Ni-W and M-NI-S)
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CoHer contamination, double drive-in anneal
For both specimens M-Cu.FS and M-Cu-SF, SIRM images
(Figure 6) were similar to images from specimen M-Cu-S. showing
rows of spots 10 to 25I m long. For specimen M-Cu.FS, the

number densities of the rows was 3x10 6 with 1.5-4%l contrast while
for specimen M-Cu-SF, the number density of the rows was 3x10 7

with - 1% contrast. For M-Cu-FS, significant overlapping of the
spots occurred within each row.

4. DISCUSSION A

Ejiects oJ oxideparticle number density on the gettering oj nickel

= For Ni and fast cool, the number densities of active-gettering centres
(centres showing increased contrast due to metal precipitation) and
the number densities of oxide particles were closely the same up to a

1 g¢; limit, above which not all the oxide particles acted as active gettering

oi, _ = centres (specimen H-NI-F). This can be explained by considering a
S50 AM :diffusion limited gettering mechanism. After the drive-in anneal, on

cooling down, metal supersaturation occurs. When reaching a certain
Figure 3 SIRM plan-view images level of supersaturation, metal silicide particles nucleate at some of
from double-annealed specimens
containing oxide particles with the oxide particles and active gettering centres form through the
medium number densities, and with mechanism described in the introduction. Due to the precipitation of
Ni contamination. a) Fast-cooling the solute nickel, the supersaturation decreases in a spherical zone
followed by slow-cooling b) Slow- around the active gettering site. Since the decreased supersaturation
cooling followed by fast-cooling is not sufficient for nucleation at additional oxide particles within the

depleted zone, all those additional oxide particles become 'inhibited'

a and will not act as active nucleation centres. For Ni and fast cool, a
saturation in the number density of active gettering sites was

observed at m,8x107 cm-3. For nickel and slow cool, the number
density of active gettering sites was less than the oxide particle

- ~ number density for all three oxide particle number densities. During
the slow cooling, there is significantly longer time available for the

Snickel to diffuse while the supersaturation is increasing only at a
-W slow rate, the size of the zones within which all additional gettering

centres are inhibited will be much larger than for the fast cool case.
- This can explain the dramatically decreased number density of active

gettering centres. m

Thermal stability oJ gettered nickel
For M-Ni-FS, the drastically reduced number density of active
gettering sites (2x10 6 cm-3 as compered to 6x10 7 cm"3 for M.NI-F)
can only be explained by considering the dissolution of all or most of
the nickel silicide particles during the second drive-in anneal. During
the following slow cooling, only a small proportion of the oxide

Figure 4 SIRM plan-view images particles will then act as active gettering centres as described above
from specimens with Cu for M.NI-S. In a similar manner, for M-NI-SF, most of the nickel
contamination and fast-cooling, particles dissolve during the second drive-in anneal. During the
a) Low and b) medium oxide
pariicle number densities following fast cool, most oxide particles will initiate active gettering
(specimens L-Cu-F and M-Cu-F)
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centres, resulting in a number density of 5x10 7 cm-3 similar to the
a number density of active centres for M-NI.F. For M-Ni-FS, the

increased size of the active centres (3-5 jm across) as compared to
M-Ni.F or -S (less than 2 pm) can be explained by considering that
during the second drive-in anneal, although most of the metal is
dissolved, not all of the punched-out dislocation loops anneal out.
Consequently, during the following slow cooling, metal precipitation
will start not only at the oxide particles, but also on the remaining
loops and more readily generate additional new loops, resulting in

75 large gettering centres. When cooled fast, the remaining loops have
less effect, and the resulting gettering centres will be small.

EJJect oJ oxide particle number density on the gettering oJ coger
For Cu and fast cool, a saturation level (m,5x1O7cm- 3) in the
number density of tht; active gettering centres can aLso be observed
and can be explained by the diffusion limited gettering mechanism.
However, for Cu and slow cool, the number densities of the active

• - centres are higher than what would be expected for the diffusion
Figure $ Sli~ plan-view images limited process. The increased number densities can be explained by
from specimens with Cu considering the rate at which the copper silicide colonies can grow as
contamination and slow-cooling, the limiting factor. The growth rate of the colonies can be relatively
a) Low and b) medium oxide low since the expansion of the colonies involves dislocation climb
particle number densities (specimen and the bounding dislocations can be pinned by the silicide particles.
L-Cu.S and M-Cu-S)

a Thermal stability oj gettered corer
For M.Cu-FS, the formation of large active gettering centres with
low numbei densities (as compared to M-Cu-F and -S) can be
eplained by considering that all or most of the copper silicide
particles are, dissolved during the second drive-in anneal. Since the
colonies produced by the first drive-in anneal/fast cool were
relatively small, the dislocation loops bounding the colonies are
annealed out or significantly reduced in size during the second drive-
in anneal. During the following slow cool nucleation starts at a small
number of remaining dislocation loops, resulting in a reduced
number density of active gettering centres. However, for M-Cu-SF,
the first drive-in anneal/slow cool produced large colonies. Although
all or most of the metal is dissolved during the second drive-in
anneal, most of the bounding dislocations will only reduce in size
and wifl not anneal out completely. During the following cooling
down, all of these remaining loops will act as active gettering
centres, resulting in number densities similar to the number density
of active gettering centres for M-Cu-S.

Figure 6 SIRM plan-view images
from double-annealed specimens 5 " SUMMARY AND CONCLUSIONS
containing oxide particles with
medium number densities, and with The results show that when CZ Si wafers containing oxide particles
Cu contamination, a) Fast-cooling of size * 30 nm are subsequently contaminated with either Ni or
followed by slow-cooling b) Slow- Cu, annealed at 1100 C* and cooled, the gettering behaviour
cooling followed by fast-cooling depends on the particular metal, the oxide particle number density
(specimen M-Cu-FS and -SF)

I l ID H i l en[RillI I Jil I IIHi [ININI ll li l IHimlib O H IH i F ilif
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and the cooling rate. For example, there is a saturation number density (SND) for oxide particles,
above which the additional oxide particles are no longer active in the gettering process. The SND
was shown to be 8x10 7 cm-3 for Ni and 5x107 cm"3 for Cu. If such gettered wafers are given a
second gettering treatment, the behaviour that then occurs is often significantly different from the
earlier behaviour. For example, the gettering can be modified due to the presence of dislocations
associated with the individual oxide particles that remained from the first gettering treatment. The
results demonstrate that the active gettering centres are not stable at high temperatures, and indicate
that the gettering that occurs during the fabrication of VLSI is a dynamic process.
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ABSTRACT

We have studied the morphology change of oxygen precipitates during two-step heat-
treatments in Czochralski silicon (CZ-Si) wafers by transmission electron microscopy
(TEM), high resolution electron microscopy (HREM), and Fourier-transform infrared
absorption spectroscopy (FT-IR). We have found that the morphology change during
low and high temperature two-step annealing is not necessarily continuous; thermal
donors (TDs) dissolve into solute oxygen, and platelets shrink out and simultaneously
octahedra are newly nucleated in the second high-tempergture annealing. The
precipitate morphology is determined by the relaxation process of the lattice stress due
to the volume difference of the oxide and the matrix silicon, i.e., the platelet is a
favorable shape to reduce the strain at lower temperatures and the octahedron is easily
formed with the stress release by self-interstitial emission at more than 10001C.

Introduction

Oxygen in CZ-Si wafers is well known as a useful impurity to improve the wafer
strength [1, 21 and the purification of device region by the so-called intrinsic gettering
technique [3, 41. However, the precise control of oxygen precipitation is needed to
obtain the appropriate wafers with the both ability of strengthening and gettering in
multiple heat-treatments of the device manufacture. In order to provide such wafers,
it is important that the successive precipitation mechanism be clear in the heat-
treatments. Although many authors have reported the oxygen precipitation behavior
(e.g., Bourret [51 for a review), the detailed mechanism, for example, the question on
the continuity of the precipitation process from TDs to octahedra, is not clarified yet.
And sometimes we can see peculiar problems of the precipitate distribution in
association with the Si-wafer thermal history [6, 71. The problem still remaining to be
solved is how the thermal history in the crystal growth to device fabrication process
effects the precipitate formation and distribution. As one of the first steps to know the
precipitation mechanism during consecutive heat-treatments, we have studied the
morphology change and the formation behavior of the secondary defects such as
dislocation loops and stacking faults by TEM, FT-IR, and resistivity measurement.

Experimental procedure

Specimens were n-type (phosphorous doped, 1.012.cm), <110> orientation, CZ-Si
wafers. The oxygen and carbon concentrations were between 9.5-10.0 x 107/cm3 and
less than 1016/cm 3, respectively. The oxygen concentration was measured at room
temperature by FT-IR with a 1106an -1 absorption line and a conversion factor of 3.03 x
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10 17/cm 2. The change in carrier density was examined by eddy-current resistivity-
measurement. TEM (Hitachi H800) and HREM (JEOL 4000EX) observations were
operated at 200kV to avoid the electron-irradiation damage observed significantly in
400 kV operation. The TEM specimens were cut from the same center positions of the
wafers to prevent the influence of oxygen-concentration fluctuation. Heat treatments
were performed in quartz furnaces with purified nitrogen ambient gas, following a
common wafer cleaning procedure for the device fabrication.

Experimental results

1. Single heat-treatment
600"C ) 800" -

The morphology change of the R--°7

precipitates was observed by -1
TEM with the specimens sub-
jected to single heat-treatments
between 400-11001C. Although
no precipitates or no other de-

fects were obtained by TEM in
the samples treated at 400 and
4501C for up to 312 hours, TD
formation was confirmed by the
increase in carrier density from ___

5.0 x 1015 (as-prepared level) to
11.2 x 1015/cm 3 at 450*C for 120
hours. Rod-like defects elongate
in <110> were observed between
550-750 0C. Platelets lying on
(100) planes were formed be-
tween 650-1000 0C. Octahedra
bounded by eight (111) planes
but usually truncated by (100)
planes were seen at 11000C. Fig. 1: TEM micrographs in the specimens after
Typical micrographs are shown single annealing at 600, 800, 1000, and 1100*C for
in fig. 1. As a specific result, at 120 hours.
900 and 1000°C, each precipitate
is indeed nearly square in shape, bounded by a dislocation loop; however, it is not one
perfect plate but an oxide colony, which looks like a dendritic or ameba shape, Perfect
dislocation loops were observed in 900-1100°C treatments. On the contrary, no stacking
faults could be found in every specimen after single-step heating even at 11000C.

2. Two-step heat-treatment

A. 4500C + second annealing

Using pre-annealed wafers at 450'C for 120 hours, we investigated TD disappearance-
behavior during the second annealing at 650, 800, 1000, and 11000C for 1-16 hours. The
increased carrier-density by TD formation in the pre-anneal was recovered to the as-
prepared level and thus TDs vanished completely after the second treatments at all
above temperatures. Corresponding to TD disappearance, the solute-oxygen
concentration (fig. 2) also increased up to the as-prepared level for the first one hour.
It indicates that TDs are broken and dissolve into solute oxygen. Afterward the



Materials Science Forum vols. 83-87 1477

concentration decreased again at 650- (x101 7 /c3)
1000 0C but almost unchanged at
1100*C. This is caused by new precipi- 11 00°c
tate nucleation and growth. as- 10 0II •prepared - r0 C,, 00Ac

B. 8000C + second annealing ' 6,, 0o

The platelets formed at 800*C also dis- . 450 C
6- 120h A x

solved during the second annealing at 0

1000 and 1100*C. As an example, a set
of TEM micrographs taken from the 4 800 0C
specimens subjected to 800 + 1100*C -,.

treatment is shown in fig. 3. After half 0 2= "--
an hour, many of the platelets have
shrunk out but some still remain, and 0 L I
also stacling faults and new small pre- 0 4 S 12 16

cipitates are simultaneously generated. 2nd Annealing Time (hr.)
After four hour treatment, the Fig. 2: The change in solute-oxygen concen-

platelets have entirely disappeared, tration during 450 + 650, 800, 1000, or 11000C
and only the stacking faults and the two step annealing.
small precipitates can be seen. The

morphology of the platelets and new small precipitates was determined by HREM,
a, each typical image is shown in figs. 4(a) and (b). The form of the new small
precipitates is a truncated octahedron. The octahedral shape but not in perfect was
also observed at 10004 C (fig. 6 (b)). The dissolution of platelets and the formation of

800"C, 120hr. +1100 0 C,1.Ohr. +1100°C,4.Ohr.

Fig. 3: A set-of TEM micrograpbs showing the morphology change of the precipitates

and the secondary defects in the 2nd anneal at 1100*C after 8001C pre-annealing.

octahedra were confirmed by FT-IR (fig. 5(a)) and oxide number-density (fig. 5(b))
maeasurements. The solute-oxygen concentration is !egained over the solubility limit
right after the second heating is started. This result desc~ibes that the plate-like
shape is no longer stable and dissolve at 1000 and 1100C. Moreover the subsequent
re-decrease of the concentration and the increase of the number-density mean that the
octahedr;1 shape is more stable so that it is newly nucleated and grow. However,
occasionally, we found the thick center parts of relatively large platelets could grow

AUR
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and change continuously into octahedra, which Bergholz et. al. 181 called fins, as
shown in figs. 6(a) and Mb.

(a) (b)
Fig. 4: 1-REM images of a platelet formed after 800*C, 120h (a), and of a small
precipitate formed after 800*C, 120h + 11001C, 4h (b).

(1 7 /n3

3 12 3

4J , T _ _

01 10000 C ()D i

02 80 0 82h..6 ~~jiz

01 800-C, 12

2nd Annealing Time (hr.) 2nd Annealing Time (hr.)

(a) (b)
Fig. 5: The changes in solute-oxygen concentration (a) and precipitate number-density
Mb during the 2nd treatment at 1000 and 1100'C after pre-annealing at 8001C for 120h.

(a) (b)
Fig. 6: HREM images showing the mrorphology change of the platelet precipitate. Note

that the thick center part changes into an octahedron with dissolution of the other
parts. (a): 800*C, 12Ohr. + 10000C, I.Ohr. (b): 800*C, 12Ohr. + 1000TC, 16hr.
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Discussion

1. Morphology in single heat-treatment

The morphology of oxygen precipitates formed in single heat-treatments was small
platelets at 650-800*C, large platelets at 900-1000°C, and octahedra at 1100'C. Although
these are basically the same results as the previous papers by many authors [e.g. 5, 8],
we have found more detailed structure of the large platelets; remarkably at 10000C,
each plate is bounded by a perfect dislocation to form a square but consists of a colony
of small particles with dendritic or ameba shape. The volume number-density and the
mean size were around 109/cm 3 and a few micrometers, respectively. In that density
without new nucleation, since we did not recognize significant density-increase with
respect to annealing time, the platelets may extend their size in a dendritic shape on
their planes. Why they prefer growing in such a dendritic way is a new problem for
the future study.

2. Dissolution and new formation of the precipitates

We observed the dissolution of lower temperature precipitates and the formation of
different shape precipitates in the second higher temperature annealing. TDs dissolve
into solute oxygen and therefore they cannot become the new nuclei fornied at more
than 650°C. The platelet shape is fundamentally unstable and shrink out at higher
than 1000*C, although some platelets change their shape to an octahedron in the case
that their center parts are thick enough to grow. We consider that the pre-formed
oxygen precipitates are disintegrated and dissolve unless they are stable in telms of
morphology as well as size for the nuclei in the second heat-treatments.

On the other hand, we know the fact, from experience and other reporters [e.g. 9], that
the precipitate density in a low and high temperature two-step anneal is several orders
of magnitude more than that in a single anneal. Thus, it is natural that the solute
oxygen may exist not only in single interstitial atoms but also in some different
clusters, as proposed by Snyder et. al. [10]. The density and the size of oxide precipitates
may depend on how many such clusters are stable in the wafers, which can be called
the thermal history. We emphasize that we must take the morphology as well as size
into account to consider the nucleation and growth mechanism because the
morphology change is not always continuous.

3. Secondary defect formation and precipitate morphology

The secondary defect formation-mechanisms have been already proposed for the
dislocation loops by Tan et. al. [11] and for the stacking faults by Patel [12] and Mahajan
et. al. [13]. Both mechanisms are based on the relaxation process of the strain due to
the volume difference of the precipitates and the matrix silicon. Dislocations are
punched out and stacking faults are formed by self-interstifials emission and
agglomeration.

In this study, perfect dislocation loops were mainly observed in single annealing but
stacking faults were dominantly formed after two-step annealing. The morphology of
the precipitates is different in single treatments at 1000 and 11000C but the size is
similar and very large, more than 500nm. With such a big volume, the mechanical
compression-stress around the precipitates is so high that the dislocations are easily
introduced during cooling processes in the heat-treatments. However, the



1480 ICDS- 16

concentration of the precipitated oxygen is so small (less than 1017 /cm 3) that the self-
interstitial emission is insufficient to form stacking faults. In the two-step treatments,
many small octahedral precipitates (less than 50nm in size, 1012-1013/cm 3 in density, 5
x 1017/cm 3 in amount of precipitated oxygen) occur wi'.h the platelet dissolution. The
growth of such many octahedra can generate much more self-interstitials than those
consumed by the dissolution. Besides, the octahedra can become the stacking-fault
formation ccnters. Therefore, only could we observe the stacking faults after two-step
treatments.

From these results, and also considering that no stacking faults are formed at 8000C in
spite of a lot oi precipitates, we support the idea, suggested by Hu [14] and Tiller [151,
that the self-interstitial em~ission is dominant as a stress relaxation process at more
than 1000*C and thus octahedral shape can easily grow. On the contrary, at lower
temperatures, the emission may be infrequent so that plate-like morphology is
favorable to reduce the strain. Conclusively, the formption of the secondary defects are
mutually and strongly related to the precipitate morphology.
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ABSTRACT

The removal of damage and the electrical activation after heavy ion implantation of I IImCd and
l1I1n was investigated using the perturbed angular correlation technique (PAC) and Hall
measurements. After implantation at 90 K and subsequent annealing the removal of structural
disorder in the vicinity of the probe atom lllIn was observed around 300 K in GaAs and InP. The
annealing behavior in the high temperature regime (500 K to 1100 K) of GaAs implanted with
lllmCd and i1Iln was investigated as a function of total implantation dose. After annealing at
600 K part of the Cd probe atoms are located in a slightly perturbed environment, the remainder in
a heavily perturbed one. For Cd annealing above 900 K leads to outdiffusion of Cd located in
heavily perturbed sites and electrical activation occurs. In contrast to Cd all In probe atoms are
located in a slightly perturbed environment and no In is lost by outdiffusion. The differences and
similarities of results obtained after-Cd and In implantation are discussed in terms of extended
defects and their interactions with the probe atoms.

1. Introduction

Most of the investigations concerning the recovery of III-V compound semiconductors on a
microscopical scale were performed after irradiation of these materials with electrons, protons 1, or
neutrons 2. The situation after heavy ion implantation is different and up to now not well
understood. Ion implantation is leading to a much higher defect concentration, creating amorphous
regions in the material already at small doses 3. Studies of high temperature annealing of
implantation damage above 600 K in Ill-V materials mostly look at the electrical activation of
dopants 4 and supply no direct information on the annealing mechanisms. The basic defect
reactions were investigated at lower temperature by Rutherford backscattering 4, emission
channeling (EC) 5, positron annihilation 2, and M6Bbauer measurements 6. As it was already
shown, PAC is also able to supply information on the annealing behavior of implanted
dopants 7,8,9. The extension to different probe atoms (II In and lllmCd) and the variation of
implantation temperature and dose allow a more detailed discussion of the obtained PAC data in
this work.

2. Method

The PAC technique is sensitive to electric field gradients (efg) present at the site of the probe atom,
in our case 1111n (t/2 = 2.8 days) or 111mCd (ti/2 = 48 min), both decaying via the same
intermediate nuclear state. The interaction of the efg with the quadrupole moment Q of this state is
detected via the modulation of the anisotropy in the angular correlation of the two consecutively
emitted y rays.
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f fp ad Table1: Classification of unperturbed

fsp hp fa (fu), slightly perturbed (fsp), heavily

AVQ (MHz) <0.1 0.1 - 10 >10 100 perturbed (fp) environments and strong
perturbation involving an associated defect

VQ (MHz) 0 0 0 -250 (fad) with respect to the mean coupling

constant vQ and its distribution width AVQ.

The recorded coincidence signal R(t) can be described by the following equation with A = -0.13 for
t11ln and A =0.13 for lllmCd:3 3

R(t)=A fi( e"= nAvi Sn cos (n L VQit)) (1)
i n=O

A fit of equation (1) to the experimental R(t) spectra yields the fractions fi of probe atoms in
different environments, characterized by their mean hyperfine quadrupole coupling constants vQi
and the widths of the corresponding distributions AvQi. The presence of a single unique efg
(VQ > 0 MHz, AVQ =0 MHz) leads to a periodic modulation of the anisotropy tagged by the
coupling constant VQ = eQVzz/h, where Vzz is the main component of the traceless efg tensor. A
distribution of efg centered at zero results in a continuous decay of anisotropy (Fig. 1B). The width
of the efg distribution is equivalent to the mean strength of perturbation and a very narrow
distribution (AVQ < 0.1 MHz) around zero is regarded as an unperturbed environment. A faster
relaxation of anisotropy, equivalent to a broader distribution of efgs, is characteristic for a slightly
or heavily perturbed environment of the probe atom. A distribution centered at higher VQ values,
what is reflected by a damped periodic modulation in the spectrum (Fig 1A), is interpreted as a
defect in the nearest neighborhood of the probe atom superimposed by the perturbations of
additional more distant defects. In Table 1 the classification of different environments as used in
this work is summarized. A more detailed discussion of the method is given elsewhere 10.

3. Experimental Details

In our experiments we have used LEC grown <100> cut undoped semiinsulating GaAs and InP
samples which were implanted with stable As, Ga, and Cd and radioactive Illln or I lmCd under
conditions which are summarized in Table 2. In addition to the used energies and doses the
resulting maximum concentrations, the depths and the widths of the implantation profiles for GaAs
are given as determined by TRIM calculations 11

The 11 lmCd implantation was performed at the on-line isotope separator ISOLDE at CERN. After
implantation the samples were annealed under flowing N2 in a rapid thermal annealing setup for
20 s (GaAs) or 10 s (InP). In order to minimize surface decomposition the samples were covered by
a face to face proximity cap, consisting of the respective material. Determination of the sample

Implant Energy Dose Depth(width) Maximum conc.
(keV) (1012 cm-2) (nm) (1017 cm-3)

I1 mCd 60 < 1 25(22) <1

I I lIn (+ Cd) 60 5 25(22) 15
Cd 60 13 25(22) 40
Cd - triple 150, 320,640 2, 10, 15 130(200) 10
As 45 100 22(22) 320
Ga 45 100 25(26) 300

Zable2: Energies and doses used for d'fferent implanted species. Additional information on the
resulting implantation profiles calculated by TRIM 11 is given for the case of GaAs.
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activity before and after annealing allowed to measure the outdiffusion of radioactive dopants with
an absolute accuracy of about 10 %. Sa'mples dedica. -d to electrical measurements were triple
implanted with Cd (Table 2) and Au contacts were evaporated on Be implanted comers in order to
perform Hall measurements in standard Van der Pauw geometry at liquid nitrogen and ambient
temperature.

4. Results and Discussion

In Fig. I the R(t) spectra recorded after 111In implantation into GaAs at 90 K (A) and at 300 K (B)
are displayed. The cold implantation results in a distribution of strong efgs around 290 MHz, as
indicated by the dip in the time spectra between 0 and 30 ns. The large width of the distribution is
leading to a strong damping of the R(t) signal, therefore only one period of the modulation is
visible. After implantation at 300 K the situation is different. A distribution of efg around zero is
observed, as seen in a continuous nearly exponential decay of anisotropy in Fig. lB.

The R(t) spectra recorded during an isochronal annealing program between 160 K and 380 K were
analyzed using equation (1). The results in Fig. 2 show that up to annealing at 250 K VQ is
unchanged. The corresponding strong efgs indicate that defects are located in the direct vicinity of
the probe atom, most probably in the first neighbor shell. The observed broad distribution
(AvQ = 130 MHz) is attributed to the existence of additional more distant defects leading to a
superposition of the strong efg with weaker efgs. At annealing temperatures above 250 K the mean
VQ value of the efg distribution shifts to lower values, indicating a reduction of disorder in the
direct vicinity of the probe atom. After annealing at 380 K the next neighbor shell has recovered, as
indicated by the disappearance of strong efgs around 290 MHz, leaving the probe atoms in a still
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- 0 200
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PAC spectra of GaAs implanted with 1I1ln at distribution in GaAs and InP implanted with
90 K (A) and 300 K (B), and of Ga~s 111ln at 90 K as a function of annealing
Lipanted with Illn~d and subsequently temperature. The samples were annealed in an
annealed at 800 K (C) for 20 s. ethanol bath for 10 rmin.
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heavily perturbed environment, however without nearby defects, characterized by vQ= 0 MHz and
AVQ =60 MHz. This remaining perturbation is attributed to a large concentration of point defects in
the lattice not directly associated to the probe atoms.

Emission channeling measurements (EC) observed an annealing stage between 200 K and 350 K
after 1121n implantation at 100 K, which was attributed to a common recovery of the lattice
allowing channeling of electrons emitted from 1121n on substitutional sites 5. Below 250 K the
probe atoms location with respect to the total lattice is not well defined. Since EC and PAC results
were obtained under comparable conditions we attribute the above reported annealing stage (Fig. 2)
to the recovery of the direct neigborhood of the probe atom, accompanied by the incorporation of
In on well defined substitutional Ga sites. M(i8bauer experiments reveal also an anealing stage
around 300 K, attributed to the incorporation of In on substitutional sites and to the annealing of
close defects 12

The situation after implantation of ItIn at 90 K into InP is similar to that in GaAs. A broad efg
distribution centered at 260 MHz is observed. According to the annealing data in Fig. 2 the
recovery stage seems to occur at the same temperature. But in contrast to GaAs in InP an
implantation well above room temperature is necessary to anneal the associated defects during the
implantation, visible from the disappearance of the dip in the time spectrum. Therefore the
annealing occurs at slightly higher temperature in InP. This is in agreement with the results
obtained with EC measurements 13

The recovery of GaAs at higher temperature was investigated after implantation of 11lmCd and
l11ln. For Cd the heavily perturbed fraction, which is observed after implantation at ambient
temperature, splits in two different fractions fb. and fsp after annealing above 500 K. Fig. IC shows
a typical R(t) spectrum after 1i!mCd implantation at ambient temperature and subsequent annealing
at 800 K. The initial fast decay of anisotropy corresponds to the 50 % fraction fC, of probe atoms
located in a heavily perturbed environment, the remainder fp is located in a lightly perturbed
environment. Whereas the population of both fractions exhibit no significant change below 900 K,
the width AVQ of f, continuously decreases (Fig. 3 triangles) until it reaches the value of an
unperturbed fraction (AvQ- 0.1MHz).

The annealing behavior of llImCd implanted in virgin material was also investigated in samples
preimplanted with Cd (Pig.3, filled square) or As (Fig. 3, open square). With increasing total dose,
i.e. an increasing number of defects created in the implanted layer, the decline of the damping

100.07
GaAs
........ Cd predoped
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li... As prdoe 4~ in dorendy doped GaAs sawrkls
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parameter AVQ is shifted to higher temperature. After Illn implantation and subsequent annealing
• bove S0 K no probe atoms are located in a heavily perturbed environment (fsp = 100 %),
nevertheless the associated damping parameter AVQ (Fig. 3, filled circle) fits nicely to the dose
dependence of AVQ in 1 Cd implanted samples. Since the decrease of AVQ indicates the removal
of distant defects one can conclude from this correlation that the ICd atoms located in slightly
perturbed environment and the tiIln atoms observe the same annealis'5 process. The slow decline
of AVQ and its smong dose dependence implies a complex annealing mechanism involving also
extended defects. We assign the continuous growth of extended defects known to occure above
500 K to be responsible for the observed reduction of the slight perturbation at the probe atoms site.
This growth leads to a reduction of defect concentration, thereby increasing the average distance
between probe atoms and defects, and to a reduction of strain.

The environment of the heavily perturbed tI I ICd sites is characterized by a brod efg distribution.
With rising annealing temperature AvQ increases, the resulting efg distribution reaches to
VQ > 40 0 MHz. The incorporation of trlCd in extended defects on a variety of differently
perturbed lattice sites can explain the observed behavior of f , Since forI llln fh is zero. In is not
incorporated into these defects and an attractive interaction of Cd atoms with the extended defects
is deduced.

100 Ofp 0 fu - -1
,. Corqaison of I& fraction sp of

s o o loss of d '11 "MCd (inplaWs in Cd predoped
Selectical GaAs) locae Ln sflhdy peraubed
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20 " m wa in vipe i0laed GaAs

* ' swplesis shouiu.

700 900 1100

TA (K)

Above 900 K pan of the implanted Cd atoms diffuses out of the sample during the RTA process.
The amount of activity loss increases with the absolute dose. Whereas in virgin GaAs about 30% is
lost at 1050 K, this value dramatically increases to 80% in As or Ga preimplanted samples. Fig. 4

sf, ad t activity loss ofCd prdoped samples plotted against die annealing tempedur.
Up to an annealing temperature of 1000 K about 50 % of the probe atoms we exposed to slight
perturbtons. After annealing at 1100K 50% of die Cd is lost aid all pIube atoms we now located
in an unperturbed environmentL Since no ouldiffusion is observd forI lIn and the tecovery of the
slightly perturbed fractim f, is identical for "'iln and Ia we assim that Cd located in
extended defects (fj) is higly mobile and diffuses out of the sample above 900 K. After this
ouidiffuion all remaning !II t Cd a twm e located in unprturbed lattice sites.

The electrical activation of Cd implaned deep into GaAs at a copwrrau of loll cm-3 is also
displayed in Fig. 4. The depths and widths of die Cd profiles in both sets of samples vs different
but the Cd concentration is of the son order of magnitude. The onset of electrical activation
coincides with the stae of ouliffusion of radioactive t tIICd. The conflict between the electrical
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activation of 80% acchieved for deep Cd implantation and the 50% activity loss observed for
shallow implantation is easily explained by the different depth profiles. According to the above
given interpretation the Cd outdiffusion might reflect the onset of mobility of the extended defects.
This process removes extended defects, which can act as efficient carrier traps, from the dopant
profile leading thereby to electrical activation. The given interpretation suffers from the problems
to identify defects by PAC which are not characterized by an unique efg. It might be helpful to
combine the results obtained by PAC after heavy ion implantation with TEM and positron
annihilation studies in order to obtain more information on the nature of defects, especially
extended defects, present during annealing.

5. Summary

The annealing of implantation damage after heavy ion implantation of Cd and In in GaAs and InP
was investigated using the microscopically sensitive PAC method. Two different annealing stages
were observed. The first at about 280 K is assigned to the annealing of associated defects in direct
neighborhood of the probe atom 11 In and the second at high annealing temperature above 500 K to
the formation, continuous growth and finally removal of extended defects. The latter stage ends up
with the electrical activation of implanted Cd. Increasing Cd outdiffusinn was observed for rising
total implantation dose.
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ION IMPLANTATION INDUCED SHEET STRESS DUE TO
DEFECTS IN THIN (100) SILICON FILMS

JIANZHONG YUAN, ANDREW J. YENCHA AND JAMES W. CORBETT
The Institute for the Study of Defects in Solids, Department of Physics, University at Albany-
SUNY, Albany, NY 12222, USA

ABSTRACT

Detailed measurements of sheet stress induced by Ar+' ion implantation were carried out on thin
(100) Si films at doses ranging from 109 to 1016 cm-2 at room temperature. The stress is
compressive and increases with dose up to of the order of 2 x 1014 cm-2 for 100 keV Ar+ implanted
at 0.1 pA/cm 2. After which it decreases and finally attains a constant value, which is approximately
35% of the peak stress value. The peak stress over unit depth decreases as the implantation energy
increases, while the dose corresponding to this peak stress increases as the implantation energy
increases. RBS/channeling measurements verified that this dose value is less than the implantation
critical dose. A model has been established, and a second-order differential equation has been
derived that reproduces the stress curve and the well-established amorphization curve of ion
implantation.

INTRODUCTION

Ion implantation process is one of the most important VLSI fabrication techniques. The effects and
formation of amorphous layer by implanted ions in crystal solids have been extensively studied for
decades1. However, few works have reported to study the stress associated with this process 2-5.
The study of the stress process can also lead to an understanding of the fundamental physics of ion
implantation-induced process in solids. In technical aspect, massive production failures happened
due to the lack of understanding of the stress effect of implanted ions. Many subsidiary effects can
be caused by the stress induced by ion implantation, including substrate bending and cracking.
This process may be detrimental in subsequent processing and device performance.

EerNisse et al 2 used an in situ capacitance technique to measure the integrated surface stress-
induced by 10 to 100 keV He+ implanted into Mo, Nb and Al at room temperature. They found that
the low-fluence results provide value for the induced volume expansion per implanted He atom.
while the high-fluence results demonstrate that blistering, in Mo and Nb, is directly related to relief
of stress. A model describing the blistering phenomenon was also developed in this work.
Madakson et al 3 measured the stresses induced by 28 keV Ar and 30 keV Ti+ ion implantations in
<111> Si by using X-ray diffraction method. He found that the dose corresponding to a turning
point for stress reduction is about 3.5 x 1015 cm "2 for 28 keV Ar+ implanted while RBS/channeling
studies show radiation damage to increase linearly with ion dose and saturate at dose at about 5 x
1014 cm-2. The stress reduction and the amorphization process were not related in this work. An in
situ stress measurement of MeV ion implantation in Si was carried out by Volkert4 by using a
reflected laser beam to measure the bending caused by the stress. The accuracy is fair and no keV
implantation performed. A model was proposed that described the behavior in terms of the
expansion of crystalline silicon by the creation of defects and the flow of amorphous material under
the ion beam. Yuan et al 6 used thin (100) Si films as substrate materials to perform the stress
measurements of keV implantations for different ions. A dose-rate dependence of the stress curve
has been measured7 for heavy ions such as Ar+.

Several models have been proposed for the crystalline to amorphous transformation in ion-implanted
silicon8 . The overlap-damage model proposed by Gibbons1 was used to determine the critical dose
for the amorphous transformation. The critical-energy-density (CED) model9,10 was in good
agreement with the measured critical dose, This model assumed that a region would become

*Supported in part by the Solar Energy Research Institute, IBM Corporation, and Mobil Foundation.
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amorphous if the energy density deposited into atomic processes by the ions exceeded the critical
energy density of 6 x 1023 eV/cm 3. Out-diffusion models11 can explain the temperature
dependence. However, little work has been reported to quantitatively model the stress behavior ofsilicon under ion irradiation. Bumett et al112 proposed a model to explain the generation and relief ofthe near-surface stress by ion implantation into sapphire. He proposed that the stress reduction is

due to the change of the thickness of the amorphous layer, and thus of the still-crystalline but
damaged layer. But he assumed that the variation of the integrated stress with dose to be linear prior
to amorphization. Further more, thermal-effects, dose-rate effects and electronic effect have been
neglected. This model can only roughly explain the stress reduction. The stress behavior prior to
amorphization was still not well understood. A

In the present work, stresses induced by 20 to 120 keV Ar+ ion implantation in (100) Si at dose-rate
of 0.1 pA/cm 2 have been measured at different dose ranges. Integrated sheet stress curves have
been obtained. RBS/channeling measurements were used to measure the amorphization for different
doses. A model is proposed. This model can explain both the measured stress curve and
amorphous transformation curve.

EXPERIMENT AND RESULTS

Integrated lateral stress within the implanted region can be calculated by measuring the bending of
the implanted substrate. The experimental set up was described elsewhere6. The stress, as, is given
by the modified Stoney's equation13:

- E't x x
Us 6(1-v)tl 2dL

where Es and V are the Young's modulus and Poisson's ratio for the substrate, respectively; ts is the
substrate thickness, tj is the thickness of the implanted region (ts )) tl), x is beam spot displacement,
d is the implanted length, and L is the distance between sample and screen.Samples were cut 0.2-
1.5mm x 8mm from two-side polished commercially available thin (100) silicon wafer with
thickness of about 8 mm. Ion implantation of 100 keV Ar+ was performed at doses ranging from
109 to 1016 cm"2 at room temperature, using dose-rate at 0.1 gA/cm 2.Figure 1 shows the average
integrated compressive surface stress, which was induced by 20 to 120 keV Ar+ implantation at
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Figure 1. Stresses induced by Ar"+ implantation at 20(E), 40(10), 60(*), 80(e), 100(A) and 120(a) key at doses
ranging from 1013 to 1015 cm'2, and channeling yield (o) along <100> direction.
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room temperature, versus dose. For doses below about 2 x 1014 cm-2 , the surface stress increases
quickly as dose increases, although the increase slows down, thus is not linear, and quickly reaches
its peak value. After the stress reaches its peak, it reduces until finally it attains a constant value.
This stress curve depends on the implantation energy. In particular, the stress reaches its peak
value, which is 2.3 x 109 dynes/cm2 , at dose at 2 x 1014 cm-2 for 100 keV at 0.1 p.A/cm 2

implantation. The remain stress is 0.74 x 109 dynes/cm 2. The stress curves shift toward higher
dose and smaller stress value as the implantation energy increases. RBS/channeling result of the
amount of amorphization data is shown on the right axis in Figure 1.

ION IMPLANTATION INDUCED DEFECTS

Energetic ions penetrate the surface of the silicon material , transfer energy to the crystal and come to
rest in an approximately Gaussian distribution. The implanted ions lose energy by two mechanisms
prior stopping. Inelastic collisions result in the displacement of silicon atoms from the site. These
displaced atoms may further proceed to displace other nearby atoms until the energies for both
incident ions and the recoiling silicon atoms are insufficient to produce further displacement. Fast
moving ions may also lose energy by electronic excitation of the silicon atoms. These process can
cause the weakening of the host atom bonding. The analysis of experimental data shows that ion-
implantation-induced process is very complicated 14. In general, one should take into consideration
of the formation, dissociation and reconstruction of various complexes; annihilation and migration of
defects; capture of the mobile defects by sinks; ionization produced by incident particles; influence of
impurities; initial defects, etc. Dvurechenskii et al 15. summarized three main mechanisms for this
process:

1) The evolution of a sequence of defects and the loss of point defects at different imperfections
in crystal, such as surface and interface;

2) The accumulation of point defects up to the critical concentration, which arises from the
overlapping of individual disordered regions produced by single ioins;

3) The formation of regions of amorphous phase produced in Lhe da:mage created by an
individual ion or by the multiple overlap of the damage regions created by individual ions.

There is evidence to show that the creation of complexes such as interstitial atoms, vacancies,
divancacies and tetravacancies, etc., can cause volume expansion and thus produce large stress in
the crystal 16. The amorphization process of the crystal is als., related to this stress directly. In fact,
our results indicate that the crystal experiences a big stress before amorphization. The accumulation
of those defect complexes causing the stress in the region increase. After it reaches a critical
concentration, the crystal loses its long range order and becomes awrorphized, and the stress
reduced.

MODEL

In this model, it is assumed that the undamaged area Su can be transferred to both damaged area Sd
and amorphous area Sa. The damaged area, Sa is then transferred to amorphous area by further
implantation. Further more, it is assumed that annealing occurs during ion implantation. Both
damaged and amorphous areas can be transferred back to an undamaged area. Thus a set of
relations can be obtained for a total implanted area S:

S S S~. S
dSu = -Cud Ylk1p Cua!Pdcp +D'du -OC D'au -!dt (2a)

dSd = Cud ldP - Cda (p - D'du t + D'ad dt (2b)

dSa ua5  (p + C Mdp D'a %t -D'au -,dt (2c)

where Cud is an area converted per ion from undamaged to damaged area; Cua is an area converted
per ion from undamaged to amorphous area; Cda is an area converted per ion from damaged to
amorphous area; D'du is annealed from unit damaged area to undamaged area per second; D'au is
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annealed from unit amorphous area to undamaged area per second; and D'ad is annealed from unit
amorphous area to damaged area per second, finally, (p is the dose. For a constant dose-rate i, we
have dcp = i •dt. Let Ddu = i ., D'du, Dau = i • D'au and Dad = D'ad, we then get:

dS=_S S_
Cu__ u - S-+ d + Da (3a)dcp s as s au

dSd = _uS da-d-Du-S a S (3b)

dpdS =Cu Su + Cd -S -Dad-S'- Da -S- (3c)
d9p s S s us.

Equations for Sd and Sa from (3):

d2Sd + aldSd + a2Sd = ad3S (4)d0p2  dqpdSap2 + S + a2Sa = aa3S (5)

d 2p dS

where
al = Cud+Cda+Cua+Dau+Dad+Ddua2 = CudCda+CuaCda+CuaDad+CuaDdu+CudDad+CudDau+CdaDau+DadDdu+DauDdu
ad3 = CudDad+CudDau+CuaDad
aa3 = CudCda+CuaCda+CuaDdu,

Solutions for (4) and (5) can be obtained:

Cud - a22S Cud1 0 30IS

Sd= - a2 82- +S 2i M
Sd - S2 e~l) s2 - sl e 2t+3a2 (6)

Cua - a 2 Cua -3
Sa a2S eS(P + " a2 sS 2C + !aS (7)Sl -S2 s2' st

where

s1,2= (-al 4 a12 -4a2).

The thickness of the damaged area and amorphous area are changing during the implantation 7 .
Experimental results indicate that at moderate dose levels, the damage density can be described by a
Gaussian distribution along depth x18 ,19 :

D(x) = Do e"(x'RD) 2/2(AR D)2  (8)

where RD is the depth of the damage peak and 4-2ARD is the half-width of the damage distribution.
The peak damage density, Do, can be expressed in terms of the dose:

DO = 1 -e"C i(P  (9)

where Ci is the surface projection of the cross section of the idealized cylindrical damaged zone
produced by an implanted ion. By this definition, Ci , Cud. Assume the crystal is amorphized if
D(x) > Dac and the crystal can be considered damaged if D(x) > Ddc, respectively. Then the
thickness of the damaged layer tdt and amorphized layer ta can be calculated:

xd = RD ± ARD21n(D/Ddc) (10)
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Xa = RD + £RD 2-(DoDac) (11)

t 2 1xd - RDI if lxd - RDI< RD (12)tdt Xd other

ta. = { 2 1x &a " RDI if Ixa - RDI< RD
X& other (13)

where xd and Xa are the positions for D(x) = Ddc and D(x) Doc, respectively. The thickness of the
d-%maged but not amorphized layer can be given as td = tdt - ta. According to EerNisse20 :

CF = (CdVd+oaVa)/V0 (14)

where cd is the stress per unit volume if all implanted volume only be damaged and a is the stress
per unit volume if all Implanted volume amorphized, respectively. Thus we have the expression for
the unit surface stress:

(T = (COdSdta-H0aSata+adS td)/S tO (15)

L and amorphization:

r :- Sata/S to (16)

where to is the depth of the implanted layer which be chosen as 1.SRD - Rp. Rp is the projected
range and can be calculated by TRIM. Figure 2 shows the calculated stress and amorphization
curves compare to the measured curves.
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Figure 2. Comparison of the stress (I) and amorphization (o) from Ar+ 100 keV implantation with calculated
curves from this model.

DISCUSSION

The results clearly established that the stress reduction and the amorphization are strongly related.
The surface stress originates from the volume expansion caused by the implanted ions. In the heavy
ion case, the crystal can be amorphized by a single incident ion with damaged areas around this
amorphized region. However, for a light ion, the crystal may only be amorphized by accu;..ulation
of the damage created by incident ions. No single ion can produce an am rphous region in this



1492 ICDS-16

case. During the implantation, annealing may occur in the damaged and amorphized region. In
particular, in the damaged region, two kinds of annealing may exits: self-annealing and regular
annealing of the damages. The first annealing process is clearly related to dose-rate effect, which
was studied elsewhere6. Because of the size of the present paper, we can not include the study of
the parameters in detail. Perimeters Cud, Cda and Cua are strongly depend on implanted ions and
energy, and we should have Cda>Cua. Perimeters Dau, Cad and Cdu are strongly depend on
implantation dose-rate and sample temperature, and we should have Ddu>Dau. These together with
the initial conditions of Sd and Sa provide the condition for the solution of eq. (13) and (14). The
thicknesses calculated in the above model are average values. The stresses are also integrated
values. The depth distribution of the stress has been neglected.

SUMMARY

In summary, stresses induced by 20 to 120 KeV Ar+ ion implantation in (100) Si at dose-rate of 0.1
tiA/cm 2 have been measured at room temperature. The stresses are compressive and increase
nonlinearly with dose up to of the order of 2 x 1014 cm-2. After they saturate, they decrease and
finally attain constants. RBS/channeling measurements verified that this dose value is less than the
implantation critical dose. A model has been established, and a second-order differential equation
has been derived. After considering the thickness change of the damaged and amorphized layer, a
stress expression is obtained that reproduces the stress curve and the well-established amorphization
curve of ion implantation.
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ABSTRACT

We report the study of a defect with gl = 1.9998 and g, = 2.0260 in
annealed 0-implanted SiGe alloys. The material studied is damaged
crystalline SiGe and the defect is shown to exhibit the angular
dependence of (111) symmetry. We deduce that the electron is in an
orbital of a trivalent Ge atom backbonded to Ge or Si atoms.

Introduction

Research has recently revealed the potential of SiGe based alloys
and superlattices in microelectronic and optoelectronic
applications [1,2]. Furthermore, oxygen implantation into Si, Ge,
and SiGe heterostructures has received attention because of the
promising characteristics of buried oxides for device isolation
[3]. While most of the work has been on silicon based systems,
here we report results of Electron Paramagnetic Resonance (EPR)
studies on oxygen implanted SiGe alloys.

There has been little work on defects in crystalline SiGe alloys,
but several reports discuss the characteristics of point defects in
a-SiGe:H [4,5]. The authors identify two defects: the Si-dangling
bond, 5G wide at g= 2.0055, and a Ge-dangling bond 30G wide at
g=2.017. Although the defects were studied thoroughly as a
function of alloy composition and anneal temperature, spectroscopic
analysis was thwarted by the lack of hyperfine lines and
anisotropy. However, studies of a-Si:H and a-Ge:H [6] do reveal
that the shift of the Ge and Si g-values from the free electron
value (g) scales with the spin crbit coupling parameters as
expected.

Also pertinent to our investigation are the defects observed in 0-
implanted Si and Ge. EPR measurements of Si substrates implanted
under conditions similar to those used here, reveal the presence of
the Pb center, an electron on an interfacial Si back-bonded to
three substrate Si's [7]. The defect, which exhibits the (ill)
symmetry of crystalline Si, was first identified at the Si/Si02
interface by Nishi [8] and later fully characterized by Poindexter
[9]. In the studies of O-implanted Ge no analogous Ge-dangling
bond defect was reported although the Ge E' center was identified
[10.]

Here we report the study of a Ge dangling bond resonance in
annealed O-implanted SiGe alloys. Unlike in the investigation of
a-SiGe:H, the material studied in our work is damaged crystalline
SiGe and the defect is shown to exhibit the angular dependence of
(111) symmetry with g, = 1.9998 and g, = 2.0260. When compared to
the Si dangling bond resonance, the value for g, - g, scales
according to the ratio of the Si and Ge spin-orbit couplin;A
constants.
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Experimental

Samples used in the current work are 800 nm thick Si~gGe.1 layers
grown by Molecular Beam Epitaxy (MBE) on (100) 3" or 4" Si wafers.
The 4" wafer was oxygen implanted to a dose of 1.8x1018cm"2 at a
substrate temperature of 6000 C. The 3" wafer was implanted with
6x10 1 cm-2 0 with the substrate heated only by the implantation
process (estimated temperature is approximately 1000 C). Also
implanted to l.8x1018 cm-2 at 6000 C was a plain Si substrate to be
used as a control. Following implantation, the wafers were sawed
into 0.23 X 1.5 cm2 pieces with the long edge along a (110)
direction. The pieces were annealed at 9000C in argon.

Electron Paramagnetic Resonance spectra were obtained at 4K using
0.2 mW incident power and 0.5 G modulation amplitude. Since the
alloy samples contained only 10% Ge, the data obtained from the
control sample were used as background for the SiGe spectra. The
g-tensor for the alloy (fig. 2) was extracted from a spectra
obtained by integrating the EPR spectra of both the SiGe and the Si
samples, normalizing the spectra to the central line of the Si Pb
center, and subtracting. In some cases, where resolution of two
lines was poor, the g value was extrapolated directly from the EPR
spectra of the alloy alone.

Cross-sectional transmission electron microscopy of the 6000 C
implanted sample shows an amorphous SiO 2 layer buried between
regions of heavily damaged Si or SiGe. Such a structure is typical
of the SIMOX (Separation by the IMplantation of Oxygen) process, a
potential isolation technology for microelectronics. Extensive
studies of Si SIMOX substrates indicate that the damaged layers
also contain oxide precipitates. Furthermore, these studies show
that a 5 hour anneal at a temperature greater than 12000 C is
required to remove the damage and oxide precipitates (11,12]; thus,
it is expected that after a one hour 9000 C anneal, most of the
oxide precipitates remain. For our purposes, the anneal was
necessary to remove the broad a-SiGe signal from our spectrum and
reveal the narrower lines characteristic of the crystalline defect
studied here.

Energy dispersive X-ray analysis (EDXS) on 1.8x1018 cm"2 implanted
SiGe sample, reveals that Ge is present in the Si layers both above
and below the buried oxide. Calibrating the system using a SiGe
layer grown in a manner similar to those used for the implantation,
the Ge concentration was shown to be approximately 5% in the upper
layer and 7% in the layer immediately below the buried oxide. The
Ge concentration in the oxide layer was only 2%.

Results and Discussion

Figure la shows the EPR trace obtained from the 1.8x10
1 8 cm-2

implanted SiGe layer aligned with the (100) axis parallel to the
magnetic field. Two resonances are apparent: one with a zero
crossing at g=2.0063, the other with the zero crossing at g=2.018.
The data of annealed a-SiGe:H obtained by Finger and co-workers (4]
reveals two lines similar to those seen in O-implanted material;
however, the lines are broader in the amorphous material. In the
oxygen implanted sample, the linewidth of the resonance at g=2.0063
is approximately 3 G and the g=2.018 linewidth is estimated to be
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10 G. The corresponding
X10 linewidths for the a-SiGe:HSGI are 5G and 30G, respectively.

(a) /It is also apparent, as is
shown in figure 2, that the

........................ .. defect ir the implanted sample
is anisotropic. No such

l 0 behavior is reported for the
annealed a-SiGe:H. The
anisotropy indicates that the

g=2.0063 resonances observed in 0-
implanted SiGe arise from the

Pb crystalline region of the
structure rather from the
amorphous buried oxide layer.

-------- The spectra of figure lb was
obtained from the oxygen
implanted Si sample with the

g=2.0062 magnetic field aligned along a
(100) axis. The line at
g=2.0062 is the Pb center, a

2.00 2.01 2.02 2.03 Si0 2/Si interfacial defect
gvalue consisting of an electron on a

Figure 1 EPR Spectra of O-implanted Si backbonded to three
SiGe (a) and 0-implanted Si (b) substrate Si atoms. In an

earlier report of this center
in O-implanted Si it was

determined that nearly 90% of the centers were located in the upper
Si layer [7]. Thus, it was reasoned that the interface involved
was that between Si and the oxide precipitates known to exist in
the layer. The signal at g=2.0063 observed in the implanted
SiGe material exhibits the same anisotropy and thc same hyperfine
structure as that observed for the Pb center in 0-implanted Si
substrates. Therefore, we attribute this line to the Pb center at
oxide precipitates in the damaged SiGe layer.

It should be noted here that compared to the Pb center in silicon,
the Pb center observed in the 0-implanted SiGe material is
asymmetrically broadened. Such a broadening could be an indication
of the random strains introduced by the presence of Ge in the
silicon lattice. That the asymmetry occurs on the side of a higher
g value, typical of Ge, further supports this assertion. It might
be thought that implantation induced local disorder would account
for the broadening of the signal; however, this is unlikely for the
following reason. The width of the Pb center in the O-implanted
Si is the same as that seen for the Pb centers in thermal oxides.
Certainly if the broadening were due to disorder, it would be more
apparent in a comparison between a thermally grown oxide film and
one formed by 200 keV oxygen implantation than in a comparison of
oxygen implanted Si and SiGe.

The angular dependence of the g-tensor for both the Si Pb line and
the additional line at g=2.018, hereafter referred to as SG1, is
shown in figure 2. The sharpness of the line for the (111) branch
allowed for a reasonable determination of the anisotropy of SGI
despite its proximity to the Si Pb line. On the other hand, the
large width of the signals for the (111) and (111) branch made
difficult the determination of the values of these two branches.
The values shown were approximated from two largely overlapping but
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.0) (01.) resolvable lines. Given the
2.OYO limited number of angles at

which all three components
Cener could be resolved, we did not

attempt a fit of the data to
obtain both the defect
symmetry and magnitude of the

2.02 g-tensor. Rather, we
calculated the lines shown
assuming (111) symmetry and

4) adjusting g, and g.1 until
reasonable agreement with the
data was obtained. The
initial guesses for g, and g1

2.01 Si Pb Center we extracted from the high
.O symmetry orientations. The

agreement between the data
points and the line calculated

" using g, =1.9998 and g1 =2.0260
is sufficient to support the
assumption that the defect
exhibits (111) symmetry as

0 30 60 90 expected for a dangling bond
Angle (degrees) associated with the

Figure 2 Angular dependence of g crystalline Si structure.
value for SG1 (closed) and Si Pb
(open) centers. Lines: upper thin, SGl appears in the spectra of
1I1; lower thin, 111; bold, doubly figure la but not in the
degenerate 1l and Il spectra of figure lb, which

suggests that the defect is
related to Ge. That the spin-

orbit interaction derived from the g-tensor scales reasonably with
that derived from the well-studied Si dangling bond resonance
supports this hypothesis. The ratio of the spin orbit coupling
constants for Ge (940 cm-1) and Si(142 cm-1 ) is 7 [13], which, given
the simplification of the theory, is a reasonable approximation of
the ratio of the shift in g1, 4, for the two defects. Furthermore,
the width of SGl is larger than that of the Si Pb signal as is
expected for a Ge-related center.

The above discussion suggests that SG1 is associated with Ge and
from the observed anisotropy (fig. 2) we conclude that the defect
is a dangling bond with the symmetry of the Si lattice.
Furthermore, the Ge is most likely backbonded to three other Ge's
or a combination of Ge and Si atoms. If oxygen were at two or
three of these bonding sites, the zero crossing would most likely
be shifted considerably closer to or even below the free electron
value. Indeed, g, for the Ge E' center, a dangling bond on a Ge
backbonded to three oxygens, is 2.000 and 2.002 in 0-implanted Ge
(10]. Although replacing one of the Si or Ge backbonds of a Ge
dangling bond with oxygen might have little effect on the magnitude
of the g-tensor, the deviation from (111) axial symmetry would be
apparent in the data of figure 2.

Finally, we discuss the immediate environment of the defect. The
unpaired electron could be a site in the damaged SiGe lattice or a
broken bond at the interface between Ge and the oxide precipitates.
Comparison of the spectra of two different 0 doses favors the
latter possibility. The intensities of the 0.6x1018 and
l.8xl0Iscm-2 implant samples indicate that thu concentration of the
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SG1 center increases with oxygen dose. It is doubtful that the
signal increase is due to an increase in implantation-induced
disorder since at these high dose levels, the degree of disorder
for the two samples should be about the same. Furthermore, the
higher dose sample was implanted at a temperature above that of the
lower dose samples, thus the degree of disorder may actually be
lower in the 1.8x1018 cm2 sample. We suggest, therefore, that the
increased signal intensity is related to the increased oxygen
content. This is consistent with the notion that the Ge signal
arises from the same silicon/oxide precipitate interface as the Si
Pb center. Confirmation of such a claim awaits further experiments
involving a wider range of 0, and perhaps, Ge concentrations.

In summary, we have observed a dangling bond defect with the (111)
symmetry of the Si lattice in 0-implanted SiGe alloys. From the
measured g values, g, = 1.9998 and g, = 2.0260, and observed (111)
symmetry, we deduce that the electron is in an orbital of a
trivalent Ge atom backbonded to three Ge or Si atoms.

"NRC Postdoctoral Fellow
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ABSTRACT

Schottkyj barrier diodes (SBDs) were formed by electron beam evaporation of Pt
and Ti at various rates with and uithout the GaAs substrates being screened from strap
electrons during metalli ation. Using DLTS it was found that some of the defects
formed in the GaAs during metaglization have discrete lekvs whtile others exhibit a
continuous energy distribution in the bandgap. Standard I-V measurements were used
to demonstrate the adverse effects of these E-beam defects on the SBD characteristics.

1. Introduction

Electron beam (E-beam) evaporation, utilizing electrons with energies up to
20 keV, is a popular technique to evaporate, amongst others, metals with high melting
points. Whereas it has been reported that stray electrons originating at the filament
during evaporation cause adverse effects in metal - oxide - semiconductor (MOS)
devices1 , not much is known about the influence of these electrons on the
characteristics of Schottky barrier diodes (SBDs). Although the introduction of defects
with discrete energy levels in the bandgap of semiconductors has been reported after
low energy electron irradiation2 , the existence of E-beam induced defects with
continuously distributed energy levels in the bandgap has not yet been reported. Such
defects can strongly influence the properties of SBDs 3.

In this paper we report for the first time the detection by energy resolved deep
level transient spectroscopy (ER-DLTS)4 of defects with continuously distributed energy
levels introduced in GaAs during E-beam evaporation of Pt and Ti SBDs. Further,
the combined influence of the E-beam induced defects with discrete and with
continuous energy levels on the properties of these SBDs is evaluated by current -

voltage (I-V) measurements.

2. Experimental Procedure

Undoped n-type GaAs epilayers with a free carrier concentration 4 x i014/cm3

and a thickness of about 6 pmn, grown on n+ - GaAs substrates by organo--metal vapor

phase epitaxy (OMVPE), were used for SBD fabrication. Ni-AuGe-Au ohmic contacts
were formed on the n+ - backsides of the substrates prior to SBD fabrication. After
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chemical etchings , circular Pt and Ti contacts, 0.73 mm in diameter and 500 A thick,
were deposited onto the GaAs at rates of 0.1, 1.0 and 10 A/s through a metal contact

mask by E-beam evaporation. This was done wv';out screening the GaAs from stray

electrons originating at the filament of the E--.sm evaporator. Control diodes were

fabricated at a rate of I A/s, but with a metal shield placed in such a position as to
prevent stray -lectrons originating at the filament from reaching the GaAs. The SBDs

were electrically characterized by I-V measurements, while DLTS measurements between

15 and 400 K were used to characterize the E-beam induced defects.

3. Results and Discmio

Under the assumption that the dominant current transport mechanism is
thermionic emission, the I-V measurements on control Pt and Ti SBDs yielded barrier

heights of Vo = 0.99 eV and 0.83 eV, which are in good agreement with the values

reported in the literature for these metals. The ideality factors of the two sets of

control diodes were n = 1.04 and 1.01, respectively. When metallisation is performed
without shielding the substrates from stray electrons during evaporation, it was found

that ob was lowered and * was increased for both metals, as shown in Table 1. From

this table it is dear that Pt SBDs show larger deviations from ideality and that a

decreased deposition rate resulted in an increased degree of non-ideality. The reason
for this appears to be that, for a given deposition rate, the substrates are exposed to a
higher electron dose during Pt (Table 1) than during the Ti deposition, which is a

result of the higher E-beam intensity required to melt Pt than Ti.

TABLE I

Platinum SBDs Titnium SBD

Rate Dose (ACIC)ci (AC/C)4 I v a Dose (AC/C) (AC/C),i i a
(A/s) (e/cm) (eV) (e/cm) (eV)

0.1 3E16 90E-4 40E-4 0.88 1.19 3E15 12E-4 4.4E-4 0.82 1.04

1.0 5E15 26E-4 26E-4 0.95 1.10 1E15 GE-4 1.4E-4 0.83 1.02
10 9E14 3E-4 0.5E-4 0.98 1.05 2E14 0.5E-4 0.2E-4 0.83 1.02

1.0 control IE-4 IE-4 0.99 1.03 control .. .. 0.83 1.01

The conventional DLTS spectra in Fig. 1 (curves (a) - (c) for Ti and (d) - (f)
for Pt) exhibit two features. Firstly, there are well defined peaks e.g. EPt3 in

curve (f), and ETi3 in curve (c), which do not move if scans are recorded at different
DLTS filling pulse voltages, Vf. These peaks are characteristic of discrete lewd defects

(DLDs), i.e. defects with discrete energy levels in the bandgap2 . From Fig. I and
Table I (where (AC/C)1 was taken as the height of the EPI3 and ETi3 peaks) it is

dear that the concentration of the DLDs increases with increasing deposition rate.

Secondly, the spectra contain peaks that become broader and move to lower

temperatures when Vf is increased, e.g. EPt8 in curves (d) - (f) and ETi8 in
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curves (a) - (c), and also show a baseline elevation of a part of the spectra. This

second feature is the result of the presence of continuous level defects (CLDs), i.e.

defects with a continuous energy distribution in the bandgap. Fig. 2 and Table I skow

that the concentration of the CLDs (proportional to (AC/C)cl in Table I) also increases

as the deposition rate is decreased.
In order to estimate the energy distribution in the bandgap of the CLDs which

result in this second feature, energy resolved (ER-) DLTS4 measurements were made

by recording spectra with small differences in the filling pulse voltage and then

subtracting these spectra fr.,n each other., The information contained in such spectra
originates from two regions in the SBD. The first region is located at

Xf = [2e(Vbi-Vf)/qNd]'/2 - [2e(Et-Ef)/qNdJ 1/2 (1)

below the interface and contains information primarily about the DLDs which may

extend up to several microns below the interface. The second region, which is of

interest for this paper, is the semiconductor immediately adjacent to the interface.

Using ER-DLTS this region may be probed for CLDs. These defects will be detectable
provided they are in equilibrium with the Fermi level of the semiconductor and not
with that of the metal. CLDs at the interface, however, are in equilibrium with the

EPt3
EPt6 EPt8--- -*T

A

-. EPtl 1 I

w 1
(e)0.5 PtI

,\ M
(4)0.4 , 6

E" i VtIN C, I
z 41

Ci (c) 1.3 /
I- X5

ET4 )0.6 T / 2X5ET4
\ (a) 02

X5

0 100 200 300 400 0.0 0.2 0.4 0.6
TEMPERATURE (K) ENERGY IN BANDGOAP Ec-E (eV)

ig. 1:' DLTS spectra for E-beam Fig. 2: ER-DLTS signal of Pt and Ti
deposited Ti (curves (a) - (c)) and Pt ((d) - SBDs as function of position in the bandgap.
(M) MBs. All curves were recorded with a The concentration of continuous level defects,
lock-ia amplifier frequency of 10 Hz and a Net, is proportional to the ER-DLTS signal.
reverse bias of Vr = I V. The filling pulses
Vf are given in the figure.
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metal Fermi level because the thin interfacial oxide left after chemical etching is not
thick enough to prevent carriers to tunnel from them to the metal and hence these

defects are not detectable by capacitive methods6 . When a forward bias filling voltage
Vf is applied to the SBD and the semiconductor Fermi level is not pinned at the
interface, then ER-DLTS yields information pertaining to defects at E = Vo- Vf

below the conduction band. The concentration of CLDs in an energy interval &E at
E, - E that contribute to the ER-DLTS signal may be approximately estimated from

Nci(E,E) = [eqNd/CbE].6AC/C), (2)

where 6(AC/C) is the ER-DLTS signal magnitude for a filling pulse increment of
6V = 6E/q, and the other symbols have their conventional meanings.

ER-DLTS measurements for which 0 < Vf < 1.1 V and 6V = 0.02 V were

performed on Pt as well as Ti SBDs. The results showed that the CLD concentration,
Ncl in SBDs, which is proportional to the ER-DLTS signal in Fig. 2, varies
continuously with energy in a region of the bandgap but exhibits a rather sharp
maximum as shown in Fig. 2. Whereas the Ncl peak in Pt SBDs is at about
Ec - 0.30 eV, it is located at about Ec -- 0.42 eV for Ti. For both metals the peak
maximum was found to increase as the deposition rate was decreased. However, the

peak concentration for Ti SBDs deposited at 1 A/s is about 4 times lower than for Pt
SBDs fabricated at the same deposition rate.

4. Conclusions

The ER-DLTS measurements indicated that apart from the discrete level defects

previously reported2 , E-beam metallization also causes the introduction of defects with
a continuous energy distribution. This distribution peaks at 0.30 and 0.42 eV below
the GaAs conduction band for Pt and Ti SBDs, respectively. The concentration of the
discrete and continuous level defects increased if the deposition rate was decreased. Ti
SBDs formed by E-beam deposition were found to be -" higher quality than Pt SBDs
formed at the same conditions. The ER-DLTS results presented here support the view
that because less power is required to evaporate Ti, fewer defects are introduced during

the deposition of Ti than of Pt, thereby yielding higher quality SBDs. In summary,
the results presented here have clearly demonstrated that the defects introduced during

E-beam metallization result in an increase in the degree of non-ideality of SBDs.
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ENHANCED-DIFFUSION IN ELECTRON-BEAM DOPING OF SEMICONDUCTORS
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ABSTRACT

The mechanism of electron-beam doping (EBD) methods In semiconductors has been
Investigated. There are two-kinds of enhanced diffusion; one is the
recombination enhanced diffusion (mobility-enhanced) and 2nd is the kick-out
mechanism (concentration-enhanced).

1. Introduction

Diffusion in semiconductors can occur via a number of different mechanism'. The
mechanism of enhanced diffusion can be operative in the presence of
ionization or of defects in non-equilibrium concentrations produced by
energetic particles'. The energy-release-type mechanisms appear to be
most effective in raising the mobility of directly diffusing defects in
Si, Ge and GaAs2 . The diffusion of dopants is enhanced, since the
concentrations of self-interstitials, which serve as diffusion vehicles for
the dopants (Interstitialcy mechanism), are raised above their
thermal equiribrium values2 .

Recently, new methods of electron-beam doping 3.4  (EBD), electron-beam
oxidation (EBO), and electron-beam epitaxys (EBE) processes have been reported
by the author and other workers. In the present paper we have investigated the
mechanism of electron-beam doping methods (superdiffusion) in semiconductors.

2., Experimental procedure

The wafers used in the experiments were (111)-oriented n-Sift2O.25mm), (111)-
oriented n-Ge(t2O.25mm) and (100)-oriented undoped semi-insulating GaAs(ttO.5mm)
grown by liquid encapsulated Czochralski(LEC). Two-layer structures(array I,
All) were of overlayer GaAs//substrate GaAs (AII), Ge//Si (AIII), Si//GaAs
(AII2) and Al/GaAs (AIIs), which means Al evapolated layers on GaAs. The other
structures were of GaAs(layer 3)//Si(layer 2)//GaAs (layer 1)(AIII), (a Si
wafer was sandwiched between two GaAs wafers) Si//Ge//Si(AIII2), and
GaAs/Al//Al/GaAs (AIV). The surfaces of the overlayers (Ge for AIII, Al for
AII3, Si for AII2 and AIII2 , and GaAs for AIle, AIII and AIV) in contact with
the substrates were irradiated with a total fluence of v(5-72)x102 7

electrons'cm-2 at 7MeV, and at 50-60'C from an electron linear accelerator with
a pulse width of 3.5ps, a 200Hz duty cycle and a peak electron-beam current of
'-50mA*cm-2 . During Irradiation, the samples were put in an isothermal
circulating water bath using a thermoregulator.

After irradiation, the secondary-ion-mass spectrometry(SIMS) measurements
for AIII were performed by using the primary ion (02*) beam (diameter lmmo) with
an Ion energy of 12KeV in a 2.7x107- Torr vacuum. The GaAs samples of layer 1
for AIIII, and of A112 were annealed at 800'C for 20 min with a SiO2 cap in a
conventional furnace. After stripping off the SiO2 films, photoluminescence (PL)
measurements were performed at 77K. A focused 80mW, 514.5nm argon laser beam was
used as the excitation source. The introductions of Ge impurity atoms in Si for
AIII2 without annealing were measured by Rutherford backscattering spectroscopy
(RBS), using a 1.8MeV 4He beam, The yield of scattered He ions was studiec as a
function of the angle of incidence. Tilt and rotation settings on the goniometer
used, could be reproduced to within 0.05'. To avoid pile-up effects in the
electronics small currents were used, typically 15nA. PL and lifetime
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measurements for AIIe and irradiated GaAs wafer were pe-formed by Hamamatsu
system consisted of a laser diode (X=670nm) and a streak camera. The Raman
spectra were measured In a usual backscattering configuration, using the 514.5nm
line of an argon ion laser operating at 20mW CW as the exciting source. In the
cases of AII3 and AIV, after irradiation and etching away Al layer, the
measurements were carried out.

3. Experimental results

In the experiments of All, system, the concentrations Ne. of Ge atoms by SIMS
and RBS measurements in Si EB-doped with the same fluence at 60'C are
shown in fig.1 at -50A from
the Si surface as a function of
dose rate (d*/dt). The total
doses are 5x10l ' electrons.cm- 2

at do/dt2O.4-2.1xlO'7 electrons- = Ali, . *(elCm2)

cm-2 s- "  and 1016 electrons cm 2  S " O :Sx10"

at 2.7-7.7xlOT electrons'cm 2 -' U " a.1xo"
s-1. The value of No. increased " T=60'C
with increasing dose rate, and C
became a maximum value at a C

proper rate. 'hen, Ne.
decreased in higher dose rates.
Figures 2a and 2b indicate PL ,
spectra at 77K for the EBD GaAs 0i
samples of layer 1 for AIIII U
and of AII2 after annealing. I,
There are three emission peaks: 0 1 2 3 4 5 6 7 xlO'

7

a peak attributed to the band Dose rate It (eicrsec)
gap transition at 1.51eV, a
peak attributed to silicon
acceptor with isolated Si atoms Fig.l Dose rate dependence of the Ge
on As site SIR, at 1.48 eV and concentrations at 5OA from the
a peak attributed to the surface of Si before annealing
residual copper in Ga site Cu0,
at 1.36eV. The ratio of the
emission intensity for the Slb,
of GaAs for AIII, to that of
GaAs for AII2 was nearly 4 to 1. O=SxlOleIcmf, T=50*C
It is clear that the AII(l
structure is more effective in
EBD technique than the AII2 Gats

structure. Si4G~
Figure 3 shows the angular

distribution of elastically anneal 800t,20min cnneo[820mCn

scattered 'He* ions around the C bald-p

<110>, <111) and (100> S"
directions obtained for Si C. si
(layer 1) of AIII2 EBD Ge-doped
Si sample without annealing. 13 1.4 15 1.3 1.4 1.5

Also, the energy spectra in the Photon Energy (eV)

random and aligned conditions
for the sample indicated in the
(111> direction, where the Fig.2 PL spectra at 77K for GaAs irradiated
scattering yields from Ge atoms in (a)AIIII (layer 1) and (b)AII2
exhibited a marked increase after annealing at 800'C for 20 min.
above Ge random values. The Ge Broken lines are Lorenzian curves
concentration in Si at the computed to show the most suitable
surface for the <111> direction agreement with spectra.
was estimated as about 1.2x10o2
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cm-3. The observed values of the scattering yield(Xain) from the Si atoms
for the perfectly aligned direction of (110), <111> and <100) are obtained
to be 0.035, 0.05 and 0.04, respectively. Around the <111> direction a
narrow peak from the Ge atoms in the mid-channel region was observed, but
around the (110> and (100) directions the channeling dips, which were much
weaker than the corresponding one for the Si lattice, were measured as Xtin =
0.92 and 0.75, respectively. The occurrence of such a peak and dips would be
interpreted as being caused by scattering from Ge impurity atoms partially
located in both the bond-centered interstitial and a split (111> interstitial in
the Si lattice7. The typical results of PL measurements and the Raman spectra
at 300K for GaAs samples of layers 1 and 2 for AII, and of an irradiated
substrate only AI before annealing are shown in fig.4. In this PL experiments, a
laser diode (X=670nm) was used as the excitation source. The PL spectra of
layers 1 and 2 for All, indicated a clear peak at 1.38eV which is attributed to
the Ga antisite defect, GaAs. However, it disappears for AI. The intensity of
Raman spectra of the LO phonon at 292 cm-i for GaAs samples of AIIe is much
larger than that of AL. Figure 5 shows Raman spectra (LO phonon) of upper and
lower layers of GaAs for AIV and GaAs wafer for Alls. It is emphasized that all
of Raman spectra were observed before annealing. Both intensities of LO phonon
In figs.5a and 5b (AIV) are much larger than that in fig.5c (AIIs). In the AIV
structures, the solid phase epitaxial layers of AlxGaI-xAs (x-0.05) were grown
in GaAs substrates at 50"C, but for Ails no alloying was observed. The
characterization was carried out by using an X-ray photoelectron spectroscopy
(XPS). They were measured with MgKa radiation at a pressure of vlxlO-5 Pa. The
AI2p,2 core-level binding energies for elemental Al, AlAs and A1203 are 74,
75.0 and 75.5eV, respectively. The Al2p peak energy for AIV structure is 75eV,
but for AIls it is 74eV. The composition of EBE AlxGaj-xAs was estimated roughly
to be 0.05 by comparing its XPS results with those of MBE AlxGai-xAs layers for
X 0.3 and 0.1.

A12 0 =7.2 x10'8 e/CM 2

layer (1 T =60C

<100> <(10> <11>

1.5

,~~ ~~~ 10- '"d "'.t!' e' . : 'I°-  '"
LU Ge G.. *:, t

ZII 0 i

o0.5 ... I!.. ,..... .... 1r2...,i

-4 -2 0 2 4 -4 -2 0 2 4 -4 -2 0 2 4
TILT ANGLE (DEG)

Fig.3 Scattering yield from the Ge atoms (o) and from the Si atoms
(.) In Si (layer 1) for AII12 as a function of the angle
between the incident beam direction and various low-index axes
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:5x 0"ecmrn2, T= 50*(

()AIo t(b)AI
-- layer 2 At/GaAs(,00)

before annealing before annealing (oiy SO =5x10"eIcm

Z .Ga layer2
C

CL.. (b)AIV

13 14 15 13 14 15
Photon Energy (eV) "layerI

(c)A[o(layerl) (d)At
before annealing before annealing )

GaAs LO
GaAs 10 ~GaAs

C

EW"7 350 300 250 200
300 250 300 250 Raman 3hift r(cm'i)

Roman Shift (cm-1)
Fig.5

Fig.4 PL and Raman spectra at room
temperature for EBD-GaAs before Raman spectra of EBD-(lO0)
annealing. The samples for PL GaAs from the surface before
were (a)layer i(solid line) and annealing. The samples were
layer 2 (broken line) in AlI., (a)upper and (b)lower layers
and (b)GaAs in Al. The samples in AIV, and (c)GaAs in AM13
for Raman spectra were (c)layer
1 in AII and (d)GaAs in Al.

4. Discussion

There are two kinds of migration processes for impurity atoms;(1) dopant
impurity atoms are emitted from overlayers by incident electron-beams and (2)
introduced dopant atoms into substrates migrate by enhanced diffusion mechanism.
Here, we discuss the enhanced diffusion.

4-1 Recombination-enhanced diffusion

a) Diffusivity
The extrapolated ranges of electrons at 7MeV in Si, Ge and GaAs are about

15, 5.6 and 5.65mm, respectivelyO. The wafers are sufficiently thin to allow
the irradiating electrons to penetrate into the overlayer and substrate without
a significant loss in kinetic energy. The rate of generation G of electron-hole
pairs (EHPs) per unit time by an incident electron can be estimated as
follows',

G - 1 dE do ..... (1)
E dx * dt

where E is the energy for the formation of EHP (,v3.88, 2.79 and 4.63 eV for
Si, Ge and GaAs, respectively), dE/dx the energy loss per cm of the path by a
fast electron, (3.87, 9.28 and 8.16 MeV*cmrtelectron-1) and do/dtt..ix10l7
electrons-cm-2 -S-1 during pulse width on electron irradiation. The irradiation
results in G23.1, 10.0 and 5.5xI02 EHPs-cm-3.s "' for Si, Ge and GaAs,
respectively. G produces and electron-hole pair concentration of

n = G,'T .... (2)
where T is the carrier lifetime. The value of T for the irradiated GaAs wafer

.1 -
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was obtained to be N2.7 ns from measurements by a two-dimensional Hamamatsu
streak camera coupled with a monochromator. Then, n~l.35xlOl~cm-S for GaAs. For
an energy-release mechanism2., a number of jumps R are obtained as

R = n.*.V-exp{-(Ec+EH)/kT} t.. (3)
where a is the cross secti'ns, V the thermal velocity, Eo thermal activation
energy for trapping and EH thermal activation energy of recombination-enhanced
defect reaction (EH=O for the Bourgoin mechanism')). In the case of Ge//Si,
Eo+EH was obtained as -0.3eV :aear the surface from the SIMS measurements for
various irradiation temperatures. The effective diffusivity for recombination-
enhanced diffusion is ronghly given by

Dott2 ....(.X)2/ ..... (4)
where AX is the Jump distance. By using their values, D.r is estimated to be
about 10-15 cm.S-1, being roughly in agreement with the experiments near the
surface. Assuming Eo+Eiz0.l7 eV, Doti becomes 10-12 cm.S -

1.

b) Carrier lifetime dependence
In the case of AIIi experiments for dose rate(do/dt) dependence (see fig.l),

the increasing region of No. is due to the relationship of G cc do/dt. The
decreasing region is caused by the shorter lifetimes of carriers, because higher
concentrations of defects are introduced by larger dose rates.

In the experiments of fig. 2, the ratios of the PL emission intensities for
the Si-acceptor (SiAS) and band-to-band transition of GaAs for AIIII to those
for AII2 were nearly 4 to 1 and 10 to 1, respectively. The time-integrated
intensity of the band-to-band transition is proportional to the carrier
lifetimee. Then, the lifetime of GaAs for AIIII is much longer than that for
A112. Doti for AIIII accordingly is much larger than that for A112. Thus, the
SiA, concentration for AIIII is much larger than that for AII2, being in
agreement with the experiments.
c) Bourgoin mechanism

In the RBS experiments for A1112, it is indicated that the Ge interstitial
configurations in Si are both a bond-centered interstitial and a split-<ll>
interstitial. Weigel et all' have suggested that the interstitial in the
diamond lattice is a possible example of the Bourgoin mechanism of athermal
migration of a defect in the presence of ionizing radiation. In our experiments,
the Bourgoin mechanism may supply an athermal mechanism for the interstitial
migration via the alternate capture of electrons and holes. The diffusivity of
boron in Si for the common diffusion process at elevated temperatures is known
to be enhanced by a supersaturation of self-interstitials.

It is suggested that the diffusivity of EBD-Ge in Si is enhanced by a
supersaturation of self-interstitials (kick-out mechanism12 ).
4-2 Kick-out mechanism (concentration-enhanced diffusion)

Ion-type intrinsic defects produced by irradiation for GaAs are
interstitials Asi or Gai, or antisites Aso, or GaAs. Corbel et all'. have
showed that 1.5-3 MeV electron irradiation produces negative GaAs antisites and
negative VG. vacancies, and earlier that the arsenic vacancies are involved in
the native monovacancy defects while the gallium vacancies are involved in the
irradiation-induced monovacancy defect. Spicer et al also have reported that the
dominant surface states on GaAs were associated with an As deficit'4 .
a)AI (mono-substrate) and All

For the both cases of the present electron irradiation and ion
implantation's for GaAs substrate, Raman intensities similarly decreased with
increasing total dose due to damage produced by irradiation
(N5x010T electrons.cm-2 ) and implantation with lower doses, but a peak frequency
shift and band width of their spectra did not change. The onset dose at which
damage was detectable by Raman measurement was 7.5x10 2 ions'cm-2 in Si"
implanted silicon'S.

In the case of AIIe, the intensities of Raman (LO phonon) and PL spectra
before annealing increase largely compared with that for AI (see figs.4 and 5).
Interstitials Asi and Gai created by irradiation of the overlayer are emitted

m ,m a mimn lmm m u muma m I m s m m | m mmm m mm i mi m m mm~o m ug s m mm
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from the overlayer and reached to the substrate surfaces. Then, As could
diffuse into the substrate and fill the As vacancies at of near the surface as
follows,

Asi + VA AsA$ ..... (5)
The increase of Raman intensity for AIII may be probably caused by filling

the vacancies at the surface.
As the kick-out mechanism may be dominant for EBD experiments, the following

reaction for Gal may be established via As self-interstitial

Gal GaAs * As, *. 6)
Asi(I) concentration is reduced near the surface, since the surfaces may act

as I sinks.
According to eq.6 the formalon of GaAs (this formation energy is lower than T

that of Aso.) requires the generation of 12. During irradiation for AIIe a
supersaturation of I (self-interstitial) is built up. Thus, the PL spectra for
AIIa show a large peak attributed to GaAs.

b) Electron-beam epitaxy (EBE)
In the case of EBE-AlxGai-xSb, U-shaped diffusion profiles of Al atoms in

substrates were observed by SIMS. In a previous paper', the U-shaped diffusion
profiles of impurity atoms into Si wafers were explained by considering the
"kick-out" mechanism. Thermal equilibrium between Ales and All may be
established via Ga self-interstitials according to the kick-out mechanism'2

Alae + Gal ' Ali ..... (7)

where AIG, represents an Al atom on a Ga site, Gal a Ga atom on an interstitial
site. As a supersaturation of Gal introduced from the overlayer is built up,
alloying may be formed by reaction of eq.7. Further studies on EBE is now in
progress.
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ABSTRACT

High temperature defect-free rapid thermal annealing of III-V substrates was achieved in a load-
locked rapid-thermal low-pressure metallorganic chemical-vapor-deposition (RT-LPMOCVD)
reactor, under phosphorus and arsenic controlled ambients, using tertiarybutylphosphine (TBP) and
tertiarybutylarsine (TB A) metallorganic liquid sources.

Damage-free surfaces of InP and GaAs were obtained for temperatures up to 7000C for InP
under TBP ambient, or above 900'C for GaAs under TBA ambient, respectively. Annealing the Ill-V
substrates at low protective ambient pressure (50 mTorr) provided an excellent surface protection
through the heating cycle, demonstrating the advantage of using these ambients which are much less
toxic than PH3 or AsH 3, and without resulting in deposition of the group-V elements on the surface
and without reducing the efficiency of the process.

I. INTRODUCTION

Efficient ion implantation activation and contact metallization sintering of III-V materials,
require high temperature annealing cycles.0 -8) The annealing temperatures are often well above those
which lead to surface decomposition due to group-V species incongruent evaporation, and, therefore,
protection of the wafer surface is needed to minimize the loss of P or As. The use of rapid thermal
annealing (RTA) in III-V technology provides a strong impetus for investigating surface protection
methods. In order to achieve a good surface protection, a variety of possible solutions associated with
the RTA technique have been tried, but each has deficiencies, as is described below: Dielectric
encapsulants (Si3N4, SiO 2, or AIN), are commonly used for this purpose. This technique exhibits
adhesion problems at the high annealing temperatures and induces considerable stress into the
underlying films and substrates, which strongly effects the implanted layer characteristics.(9- °)
Second method is using an enclosed graphite cavity for the RTA of both GaAs and InP.0l 1-13) This
method provides a very uniform heating environment for the wafer because of the high emissivity of
the graphite, reducing slip formation, and eliminating the need for a guard ring around the
circumference of the wafer, which hat been suggested earlier as a solution for the temperature
nonuniformities.(14'- 7 ) The main disadvantage of using the graphite susceptor, however, is the need
to recharge the graphite cavity with P prior to each InP wafer annealing, and with As, when annealing
GaAs wafers!" s)

In order to eliminate the need for recharging tshe graphite cavity with the group-V species, w,:
have introduced a modified graphite susceptor with peipheral reservoirs filled with either As or P-
containing source material.19) This arrangement allows for a continuous supply of the group-V
element during annealing without the need for recharging. However, while introducing the graphite
susceptor solution to a manufacturing line, it presents some complication which are associated with
the handling of the susceptor, the need to load the wafer into it, and the actual loading of the entire
structure into the annealer. In addition, it provides only an approximate group-V vapor pressure
control, which nfiluences the reproducibility and accuracy of the process.

Those techniques were suggested as an improvement to the traditional protective annealing
method, the so-called proximity annealing, in which the wafer of interest has been placed face to face
'with another wafer of the same kind and, thus, an overpressure of the volatile group-V element was
created between the two wafers to partially prevent further surface dissociation of the ,vafer of

] ~interest.m2 ) -_-
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As mentioned earlier, all these approaches were suggested in an attempt to get around one of
the major deficiencies of the RTA technique, namely, eliminating the III-V semiconductor surface
integrity degradation, but yet retaining all the well-reported advantages of this heating method t 1- 26)

The most straight forward approach to be taken in order to preserve all the advantages of the
RTA technique, while eliminating the surface decomposition, is to provide a global group-V (arsenic
or phosphorus) overpressure in the rapid thermal annealer chamber. This concept was suggested by a
number of groups in the past,, 7- 29) but has not been widely used in the III-V technology community
due to the very stringent safety requirement associated with the use of the toxic hydride gases. The
factors which limited the implementation of AsH 3 or PH3 overpressure method in routine annealing
processes were the acute inhalation toxicity of the hydrides, such as AsH3 (LCs0 =5-40ppm) and
PH3 (LC50 = 11 - 50 ppm), their severe health effects, such as blood hemolysis, the threat of possible
catastrophes, the high expenses associated with equipment needed to handle these toxic gases, and in
addition the fact that PH3 has a slow pyrolysis rate, (decomposing by only 25% at 600oC.(0 ))

During the last three years, new chemicals have been introduced as efficient replacements for
the hydrides. These chemicals do not have the high degree of toxicity or the hydrides, and make the
possibility of direct protective ambient in the RTA much more attractive. They include
organometallic liquid precursors0 1) such as tertiarybutylarsine (TBA) and tBP (TBP),31) which have
been successfully used for growing InP and GaAs-based materials and devices. 0 2-44)

In this paper we describe a high quality RTA process for GaAs and InP substrates, using low
pressure TBA and TBP, respectively, in a recently designed, commercially available, RT-LPMOCVD

reactor. The surface morphology and metal/semiconductor interdiffusion profiles in the annealed
samples were investigated and provide solid evidence for the superiority of this method.

H. EXPERIMENTAL

2" round semi-insulating (SI) InP and undoped GaAs wafers, <100> oriented, were rapid
thermally annealed under protective and inert controlled ambients, in order to assess the influence of
the ambient on the moiphology and surface preservation of the annealed wafers. In addition, some
substrates with a WSi,, cap layer (thickness of about 100 rum) were annealed as well in order to
evaluate any possible correlation between the evolution of the metal-semiconductor interfacial
reactions and the type of ambient gas used to create the group V overpressure in the chamber. Both
InP and GaAs wafers were degreased in organic solvents and etched in so-called A-etchant
(I H 2 0: l H20 2: 5 HISO4) at room temperature for 4 min, followed by a de-ionized water rinse and
blown dry with N2 before loading into the reactor. The WSi1 was deposited by rf sputtering.(45'. 6 )

All the annealing were carried out in a prototype of the now commercially available A. G.
Associated Heatpulse CVD-800 MT system, designed in a joint effort between one of s(4) and
A. G. Associates. In brief, this is a load-locked, low pressure, horizontal flow, cold wall chamber,
single-wafer rapid thermal processor, capable of processing with inert, hazardous or corrosive
ambients. A picture of the system is given in Figure 1. A very detailed description of the system was
recently given elsewhere.{46) The temperature of the annealed wafer was monitored by extended
range, double-header pyrometer sensing. The optical signal detected from the wafer emission was
adjusted to account for the non-wafer radiation sources, such as the light emitted from the quartz
isolation tube and the tungsten halogen heating lamps.

The phosphorous and arsenic overpressures were achieved by using the organometallic liquid
TBP and TBA, respectively, the vapor of which were pumped directly into the low pressure chamber.
Both bubblers were held at 100C, where their vapor pressure were about 125 Torr and 85 Tort,
respectively.01) Typical flow rates for TBP and TBA were kept constant at 100 and 200 sccm,
respectively, using a unit mass flow controller (MFC), to provide a total chamber pressure of about
50 mTorr during annealing cycles at 700-1000°C.

Full area WSiI layers on InP were patterned with AZI350J photoresist in a test pattern
containing a variety of openings, ranging in a size of I to 50 pin. The WSi, was etched in a pure SF6
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discharge contained within a hybrid Electron Cyclotron Resonance (ECR)/Radio Frequency (RF)
system. (4g) The pressure was varied from I to 35 mTorr, the SF6 flow rate was held constant at
30 sccm, and the microwave power was fixed at 150W.

Residual gas analysis (RGA) of the chamber ambient through annealing was carried out by
means of a Dycor Quadrupole Ametek RGA system. The analytical examinations involved optical
microscopy, scanning electron microscopy (SEM), transmission election microscopy (TEM),
secondary-ion mass spectrometry (SIMS), and Auger electron spectroscopy (AES). Film sheet
resistance was measured by a conventional four-point probe.

Fig. 1 Photograph of the A. G. Associates Healpulse CVD-007M system.

III. RESULTS AND DISCUSSION

a. InP Annealing Under TBP and nN2 Ambient

All the heat treatments were carded out in the RT-LPMOCVD reactor chamber, and the gases
were always injected into a 5 x 10-6 Tor prepumped atmosphere. Since the system was load-locked,
the main chamber was kept relatively dry and clean. All the gases were introduced into the chamber
30 sec prior to initiating the heating cycle, and thus, a controlled ambient and a total constant pressure
were achieved prior to turning on the lamps. The gas flow was stopped 25 sec after the lamps were
turned off, providing the selected ambient as long as the annealed sample temperature was above
350*C. Figure 2 shows a typical InP annealing parameter plot, for heating under a TBP protective
ambient. This plot summarizes all the treatment variables, such as the wafer tempera,.'::, %&,dition
of each of the mass flow controllers (MFC) through the various annealing steps an .A' overall
chamber pressure, as a function of the process duration. (rhis graph was produced by the RToCVD-

800Th software in real time, and thus reflects the actual response of th- Aessure, temperature and the
MFC changes.) Figure 2 represents the annealing process for a InP wafer at 7000C for 30 sec under
TBP ambient at a total chamber pressure of either 5 mTorr, achieved by holding the TBP bubbler at a
constant temperature of 3VC, or 50 mTorr as a result of adjusting the TBP bubbler temperature to
10C. In both cases, the TBP vapor flow rate was 100 sccm. Subsequent to the controlled ambient
anneal, the chamber was purged with N2 at a total pressure of 5.5 Torr in order to remove residues of
the organometallic source prior to unloading the sample through the load-lock.
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A significant and very clear difference between the surface morphology of in.P wafers that were
annealed under the TBP or N2 ambient was observed and is shown in the following. The former gave
degradation-ftee surfaces for heating up to 750°C for durations as long as 30 sec. At 7500C the first
surface pitting was observed. lnP wafers annealed under N2 ambient, however, suffered severe
deterioration even when annealed at 6000C for 10 sec.

In order to emphasize the improvements that were achieved while annealing InP under a I BP
ambient, TEM cross sections were taken from a variety of samples that were annealed under both
ambients. Figure 4 shows TEM cross section of two representative InP wafer surfaces after annealing
at 7000C for 30 sec under N2 (Fig. 4a) and TBP (Fig. 4b) ambients. In the first, pits as deep and as
wide as 3 to 5 tun were observed at very high density over the surface. In the second, no surface
damage was observed.

Fig. 4 TEM cross sectional micrographs of InP surfaces after low pressure RTA at (a) 600*C for
30 sec under N2 ambient, and (b) 7000C for 30 sec under TBP ambient, both at p'sure of
50 mTor.

b. RTP of wSI/InP Contacts Under TBP and nN2 Ambients
One of the technology needs for annealing InP surfaces is the simultaneous activation ofimplanted dopants and sintering of the metal contacts in self-aligned devices.(" It is, therefore,

important to examine the influence of the annealing under controlled ambient on the contact metal of
choice, as well as on the quality of the semiconductor in the neighborhood of the metal contact.
Lahav et aLP7) have reported on extensive pitting at the periphery of refractory gates following RTA
of self-aligned GaAs metal-semiconductor field effect transistors. We have observed similar effects
during RTA of WSio. 5 metallized gates on GaAs substrates.(18-49)

We have rf-diode sputter deposited WSi, ohmic contacts onto n-InP substrates(49) and
subsequently annealed them by means of low pressure RTA under either N2 or TBP ambient.
Figure 5 shows SEM micrographs of WSi, features on InP after RTA at 600C for 10 sec in N2ambient (Fig. 5a) and at 7006C for 30 sec at TBP ambient (Fig. 5b). As was discussed earlier, severe
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InP surface danage was observed by eye for annealing under N2 ambient a 600C for 10 sec.
rellected in a macropiting and severe degradation of the surface. A controlled pratection of the
surface. however, was obtained under TDP at pressures as low as I x 10'2 Toir. No pitting was
observed in the lnP around the metallization contact as a result of RTA under TSP ambient at 70C
for 30 sec. and the hIP surface peserves its excellent morphology.

In addition, some interaction occurred at the metal comta edges adjacent to the semiconductor.
while annealing under a N2 ambient (wee Fig. 5a). 7bis type of reaction was not observed while
annealing under a similar condition wih TBP ambient, and tius metallurgical analysis was performed
in order to inspect the difeence in the metal Mim quality and reaction; which were induced by the
change in the ambient duning the ITA.

Fig. 5 SEW micrographs of V/Si. contacts an lit after the samaple had been anneaWe at low
pressure at (a) 6WIC for 10 sec under N2 ambient, aid (b) 700C for 30 sec under TOP
amibient.

Figure 6 show the sheet pesistnc of tie V/Si, fim as a function of the RTA temperature,.
wafers annealed under either N2 Or T13P at. Mhe correlaion between the sheet resistance and
the Onl moinphlgy aid microtrucure evolution in wafer armeled at diffa e mperatures was
given elsewhere, However a negligible influence of the RTP ambient on dietharactrtics is
worth noting Similar sheet resstance data meaWe at samples that were aniealed for 10 sec wider
either N2 or TBP, suggest that in boih case the ambient was in and did not drive and surface or
bulk reactions in the films. one can see. howeve, that by extn die annlealing duration at 650.C
to 60 sec under TOP am!esv, a decease of about 20 presen in the sheet resistanc is a cvd lINS
may reUlt fran a metal-semiconductr interaction which occurred under these conditions.F-
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Fig. 6 Sheet resistance of WSix contacts on InP after low pressure RTA under N2 and TBP
ambients, as function of the annealing temperature,

IV. SUMMARY

The usc of the organometallic TBP and TBA as precursors for P and As, within a RT-
LPMOCVD reactor, enables high temperature annealing of InP and GaAs with no discernible surface
degradation, 'Me TBP and TBA provide the necessary partial pressure for the group V without the
need to use the hazardous PH3 or AsH3 gases. Ibis reduces appreciably the risk associated with the
process, and indeed enables a much more efficient process due to the higher decomposition of these

organometallic sources. In addition to the protective role of TBP during annealing InP, it was found
to be inert to WSi, used as ohmic contacts for self-aligned InP-based devices. This allows
compatibility between the semiconductor annealing under a protective ambient and the contact
sintering process.
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THE PROPERTIES OF INDIVIDUAL Si/S10 2 DEFECTS
AND THEIR LINK TO I/F NOISE

Michael J. Uren
Defence Research Agency, RSRE Malvern, Worcestershire WR14 3PS, England

ABSTRACT

Fluctuations in the occupancy of individual SiO 2 defects cause telegraph noise in submicron
MOSFETs. The study of this noise has allowed the measurement of defect properties such
as cross-section, activation energy for capture and entropy change. It is shown that the
noise in large MOSFETs is the result of the superposition of many telegraph signals with
the 1/f spectral shape resulting naturally from the distribution of these defect properties.
The noise is demonstrated to be due to 'slow' interface states rather than the 'fast' states
measured by conventional CV methods.

1. Introduction

This article will consider the origins of 1/f noise in one particularly useful device - the
silicon MOSFET. This topic is of importance since these devices, which are usually thought
of as digital switches, are increasingly satisfying analogue applications.

The microscopic mechanism which generates 1/f noise has been the subject of intense
controversy but without a universally held consensus emerging "3 . However, in the case of
the MOSFET, the mechanism and origin of the noise has become clear following on from
the observation of discrete switching in device conductance due to individual defects in
submicron MOSFETs4 . These random telegraph signals (RTSs) arise because the device
is sufficiently small that there is only a single defect active in the device. The observation
and properties of RTSs in MOSFETs, MIS tunnel diodes and many other systems have
been recently reviewed " . Here I will attempt to summarise our knowledge of the defects'
properties and highlight the major unresolved questions. Section 3 will show how our
knowledge of the microscopic details of the defects is beginning to allow a more accurate
description of the 1/f noise in large devices. I will also show how the defects responsible
for the noise are distinct from the defects normally measured by conventional CV
techniques on MOS capacitors.

2. RTS Results

2.1 Defect Location

The first observations of RTSs in MOSFETs were made by Ralls et at', and in their original
paper they observed and described most of the key features of the phenomenon. RTSs had
been observed previously in many other systems in the form of burst noise9 but little
progress had been made in their understanding. What made the difference was that the
defects in Ralls et al's MOSFET lay in a region of the device that was easily modelled
allowing the measurement of their electrical characteristics to be performed for the first
time. As an example, figure 1 shows the gate voltage dependence of the change in channel
conductivity of an n channel MOSFET measured at room temperature. In this case, the
free carriers in the inversion layer are electrons, but similar observations are made on p
channel (hole) devices'0 12 As the gate voltage and hence electron concentration was
increased, the time in the high conductivity state fell whereas the low state was roughly
constant (or increased slightly). This behaviour is simply explained assuming that the
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Figure 1. RTSs in 0.5MmxO,75pm MOSFET Figure 2. Band bending in a n channel
at the indicated gate voltages. V0 =4mV, silicon MOSFET for two values of gate
T= 293K (Reference 5). voltage (Reference 6).

defect is located near the Si/SiO2 interface with occupancy level Er as in figure 2.
Increasing the gate voltage changes the band bending and increases the defect occupancy.
Hence the capture time of an electron corresponds to the time in the up state in figure 1
and involves a fall in conductivity on capture in this case. (This assignment was elegantly
proven via a low temperature experiment where the electron temperature was raised above
that of the lattice using the source-drain field13.) The capture and emission times are found
to be exponentially distributed and so the probability of capture is independent of time and
the process can be fully described by the mean times rc, E'11. Since this is an equilibrium
measurement, detailed balance requires that:

rc/rE = g exp[(ET-EF)/kT] (1)

where g is the electronic degeneracy change on capture. By examining the rate of change
of the measured Er with gate voltage, an estimate can be made of the distance of the trap
from the inversion layer: since the deeper the defect is into the oxide, the faster Er. will
change with V 4,6. It is found that the traps are located in the oxide typically within 3nm of
the Si/SiO2 interface (with some provisos6). This gate voltage dependence has also been
used to demonstrate that only single electron capture is involved for the simple two level
fluctuator (TLF) normally observed6. The other main evidence that these traps are oxide
defects is that TLFs are seen in the MOS tunnel diodes where the conductivity modulation
is weighted towards traps at the middle of the thin tunnel oxide'. If the traps were located
at the interface or in the silicon, no signal would be observed.

Restle" has used the drain voltage dependence of Er to determine the location of the
defect between source and drain. He showed that they are located in the channel and are
not associated with the source or drain contacts. Finally, noise measurements as a function
of device area have shown that the defects are randomly distributed in the channel and are
not associated with the edges of the device 6. Thus it appears that the defects are
characteristic of the channel thermal oxide and we can use simlple models of the MOSFET
to determine EF and inversion layer number density n.

2.2 Conductivity Modulation

The first major feature that characterises an RTS is the size of the conductivity step. The
RTS gives us the unique ability to study the microscopic effect of changing the charge
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state of a single defect. In principle, it also gives a microscopic probe into the electron
transport in the silicon.
The effect of trapping an electron will be to influence the conductivity in two ways: first, it
will lower the local electron concentration and second, it will change the scattering
producing a mobility change. Many groups have now calculated the change in number
density which leads to an expression of the form' 6,15

R n -qn (2)
I. =R T R=COX + CD + +Crr+qn

where # = kT/q, A is the channel area, n is the inversion layer areal number density, Cox,
Crr and CD are the oxide, interface state and depletion layer capacitances per unit area and
NT is the areal density of active RTS generating traps. R is a measure of the efficiency of
coupling of the trap to the inversion layer 6. This expression for AID/ID has two limits: At
high inversion layer concentrations, the trap is fully screened by the inversion layer, so 1
electron is removed from the channel on capture so AID/ID = 1/(An) and R = 1. At low
concentrations (roughly corresponding to below the threshold voltage), there are
insufficient carriers to screen, so the image charge resides on the gate. This means that
there is a constant area of the channel affected by the Coulomb field of the defect and
hence AID/ID = constant.

This transition from a gate voltage independent amplitude at low n to a 1/n variation at
high gate voltage is seen, but superimposed on this all workers observe a wide variation in
amplitudes. Figure 3 shows at low concentrations, the amplitude could be nearly a factor of
10 above or below the prediction of equation 2 whereas at high concentration, the scatter is
much smaller (figure 3 is a corrected version of figure 15 in reference 6 in which part of the
data had a scaling error). At room temperature, the conductivity is always observed to fall
on capture indicating that the median effect is described by the number fluctuation
expression of equation 2 - the problem is to explain the variation.

Hung et al'7 have considered the effect of the change in scattering on capture in a
phenomenological way that has proved useful for the modelling of noise. They noted that
the current change will have a correlated mobility change, as well as the number density
change already discussed, that is given by

AID= 1 [1 1 +1 (3)
ID A n. 6iNT~ u6NT

Using Mattheisen's rule they separated the mobility into two parts 1/j = l/o + aNT
where aNT is the part limited by oxide charge scattering where a is expected to be a
function of gate voltage. Hence:

AID R + a] (4)
TO nA A

They find values of - that are both positive and negative, corresponding to the observation
of amplitudes lying both above and below the value predicted by (2), and have suggested
that they can be explained by the presence of both acceptors and donors. However, at
room temperature, all traps that have been observed show a fall in conductivity on capture,
with a distribution of amplitudes at each value of gate voltage that is roughly log normal6.
A simple Coulomb model of donors and acceptors would result in distributions that are
bimodal or symmetrical in deviation from the value given by (2) and certainly could not
explain the largest amplitudes observed.
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The study of complex RTSs (section 2.3) has provided a pointer to a possible explanation.
Some multilevel RTSs exhibit behaviour that is most simply explained by a change in
conductivity arising without a change in charge state 2°. The suggestion was made that the
distribution in amplitudes as well as the behaviour of these complex defects arose as a
result of a local interference mechanism from anisotropic scattering centres21. In metals,
such a mechanism can cause large scattering cross-sections. At present, a detailed
microscopic model to explain the size of the scattering term or its variation from trap to
trap does not exist.

At temperatures of 100K or less, a few traps show the reverse sign of the change in
conductivity on capture ie the conductivity increases on capture4 22. This makes it clear that
the scattering is dominant in this regime. At 4.2K, the effect of capturing an electron is to
change the quantum interference that occurs over a length of order the inelastic scattering
length. This results in an uncertainty in the size of the conductivity change as a result of

i universal conductance fluctuations, that can be directly observed in multiprobe
MOSFETs2 E

2.3 Capture Kinetics

Unlike any other technique, the capture and emission times can be determined

simultaneously and with the trap in true equilibrium. This has allowed detailed
measurements of the capture kinetics to be made. The original liquid helium
measurements of Rails et al showed that both the capture and emission times were
activated. This observation was repeated for defects observable near room temperature 2u.
Since the traps were located at distances of only about 2nm from the surface and the
activation energies were in the meV range, Rails et al argued that the capture activation
energy could not be due to thermionic emission over a barrier since tunnelling through the
barrier should dominate. They suggested that the activation energy is associated with
lattice relaxation. (This view is not shared by Karmann and Schulz ' who argue that there
may be special properties of the final state that prevent this tunnel process.) A schematic
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configuration coordinate diagram for the defect analogous to those developed for deep
levels in semiconductors2 is shown ia figure 4, where the electronic free energy + defect
elastic energy is plotted against a normal coordinate of the defect. The only difference
from the bulk semiconductor diagram is that the defect is displaced from the inversion

layer containing the free electrons. Capture consists of starting at curve A with an empty
defect and an electron at the Fermi level. Placing a free electron in the conduction band
takes us to curve B. At the crossover point of curves B and C, after supplying EB in lattice
energy, the electron can make an off-diagonal non-radiative transition to occupy the defect
before relaxing by multi-phonon emission to state C.

The analysis of data has been based on the simplified expressionZ"6:

1/rc = nwa = nvaoexp[-EB/kT] (5)

where v is the thermal velocity and a an activated capture cross-section. Interestingly, we
have two independent measures of the cross-section since detailed balance (equation 1)
allows us to usc T E to make an estimate as well.

1/TE = T2exp[(EB+Ecr)/kT]/(aon) (6)

where Ecr is the free energy difference between the occupied trap level and the conduction
band edge in the inversion layer and ,7 is a constant related to the dimensions of the device
and the silicon density of states. Typically these two estimates of ao are found to differ by 1
to 2 orders of magnitude, or equivalently, the trap energy level is incorrectly placed
sufficiently far below the Fermi level that the defect would always be full.

The answer to this problem lay in the work of Engstrom and Aim z  who noted that in
thermal experiments, it is the Gibbs free energy changes that are measured and so the trap
location relative to the conduction band can be expressed as:

Ecr = Hc r - T S (7)

where HCT is the trap enthalpy difference between the trap level and the conduction band
and AS is the entropy change on emission of an electon. Thus the slope of the Arrhenius
plot of E gives the trap enthalpy change Hcr and the combination of the intercepts of ,
and rc give the entropy change on capture.

In measurements on n and p channel devices around room temperature 6.12, every defect
was found to be different. Values of ED normally lay in the range 0.1eV - 0.7eV and go in
the range 10"2m 2 - 10-19m2. There is obviously some correlation between these values via
equation (5) since capture and emission times could only be observed in a limited
measurement time window of about 10s - 100s. Hence only a part of the overall
distribution of defects can be accessed. These values of a0 and ED are quite consistent with
the model of the defccts lying in the oxide close to the surface where 00 would represent the
tunnelling process to the defect at a range of distances and ED the distortion necessary to
ensure cross-over. The wide range of ED would result from the amorphous environment.

The kinetics related parameters in references 6 and 12 (o0, ED, AS) were evaluated at fixed
gate voltage with varying T. In practice, these parameters can vary strongly particularly
near the MOSFET threshold voltage6' .

Perhaps the most surprising observation for the conventional TLF is the size and sign of the
entropy change inferred from the temperature dependence of the trap capture and
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emission times12 . This is found to be large and positive for emission of electrons to the
conduction band in n channel MOSFETs (1.5 - 11.8k), but it is also large and positive for
the emission of holes to the valence band in p channel MOSFETs (3.8 - 12.9k). If the same
defect occupancy level were involved in both processes, then taking an electron from the
valence band to the conduction band via such a trap would result in a total AS of 5-20k, far
exceeding the electron-hole creation entropy of 2.7k. The most obvious contribution to
such an entropy change comes from the change in defect degeneracy due to symmetry
changes and spin giving rise to at most AS = k logo(4) = 1.4k. The next contribution comes
from the change in the local phonon density of states which might be expected to be
positive for acceptors (donors) communicating with the conduction band (valence band).
This would arise since in both cases, emission would change the defect from a charged to a
neutral state thus allowing some lattice softening. The size of this effect has been argued to
be approximately equal to the entropy change for creation of an electron/hole pair'. I am
not aware of any calculations for this property in SiO2, let alone for the complex
heterostructure with which we are dealing, but for defects in bulk semiconductors values of
3-6k are found&.

These contributions are not large enough to account for the measured values of up to 12k
(even with a possible systematic error of up to 2k due to uncertainty in the measurement of
the band bending). In addition, to explain the sign would require that all the oxide states
observed near the conduction band are acceptors, whereas they would all have to be donors
near the valence band. Since the defects are actually located within the 9eV gap of the
SiO 2, it seems unlikely that these defect energy levels should fortuitously line up with the
silicon bandgap, unless the defects are in some way tied to the silicon bandedges.
Alternatively, there may be a single defect type and an additional source of entropy change
that we have not considered associated with the transfer of an electron (or hole) between
the dramatically different mediums of silicon and SiO 2.

2.4 Complex RTSs

The vast majority of signals show the simple behaviour shown in figure 1, but a small
proportion show far more complex behaviour (4% in 31). These include the signal
modulated by another RTS, 3 levels, 4 levels, giant steps and others7, ,14,15'31 . Some signals
are most easily interpreted in terms of multielectron capture. It ,'as shown using a
simulation, that complex signals could not arise by the Coulombic interacion of randomly
distributed defects - the observed incidence was far too high 31 . Since every signal is
different, of necessity every signal has required the development of a new model. The
signals have been explained in terms of Coulombic or strain mediated coupling within a
cluster of defects or by defect re-configuration within a set of metastable configurations of
the defects. At present, it has not been clearly demonstrated what the microscopic origin of
the effects is.

3. RTS Ensemble Measurements

3.1 1/f Noise Measurements

Flicker noise in MOSFETs has been studied for decades, but despite this intensive effort
there has been no universally agreed model that explains all the observations. The primary
aspect that has to be explained is the observation of a noise power spectral density that has
a power of 1/f ,r at least 10 decades in frequency. There have been two distinct
approaches. The f ¢vas based on number fluctuations due to trapping in the near surface
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Figure 5. Noise power in n channel MOSFETs for VG=2V and T=293K. (a) Three
devices of area 350pm 2. (b) Three devices of area 15pm2. (c) Three devices of area 0.4pm.
(Reference 5).

interface states, with the range in time constants resulting from a range in tunnelling
distance12. The second model holds that the phenomenon is associated with a fluctuation in
the bulk mobility via a fluctuation in the phonon population'.

The availability of submicron MOSFETs was finally able to provide the evidence that the
1/f noise was a defect related phenomenon. This is illustrated in figure 5 which shows how
1/f noise scales with device channel area5. In figure 5a, the noise power is plotted against
frequency for 3 large MOSFETs and follows a 1/f law with little variation between devices.
As the noise is measured in successively smaller devices, the variation from device to
device becomes more extreme, culminating in figure 5c which is for 0.5pmxO.75pm devices.
The noise has been reduced to the sum of 1 or 2 Lorentzian spectra in each device. Since
the Lorentzian is the Fourier transform of the RTSs we have discussed in section 2, it is
apparent that the noise results from the superposition of many RTSs. Hence the 1/f noise
is of trap origin and is not a bulk mobility effect.

Since we have established that the RTSs result in the 1/f noise, the next question that
requires examination is what particular property of the defects is it that leads to a 1/f
spectrum? To obtain a 1/f spectrum requires a uniform distribution of trap time constants
on a log time scale. Hence the number of traps per unit time interval with trap time
constant between r and r + dr is proportional to 1/.r. Since the noise power from a RTS is
maximum when the capture time equals the emission time, the time constant for each trap
will be determined according to (5). At each value of gate voltage, the trap time constant is
determined by both 0o and ED, both of which show a wide distribution of values.
Unfortunately, the measurement of the true distributions of a0 and EB requires the detailed
analysis of many RTSs and is a task that is not particularly easy to fully automate. The

result is that only about a dozen traps have been measured under conditions that allow

comparison 6. Based on this small n channel room temperature dataset, it appears that Ea is
fairly uniformly distributed in energy in the range 0.15eV to 0.7eV and log(o) is also

uniformly distributed. Such a distribution in either parameter will lead to a uniform
distribution of r in log time and hence 1/f nose. The combination of the two distributions6

leads to a spectrum that is not 1/f but is in practice indistinguishable from 1/f.

Traditional number fluctuation models of 1/f noise have assumed that the time constant

dispersion arises purely from the distribution in ao associated with the tunnelling to traps at
a range of distances ie uo o exp(-2,cx) where ,c is related to the height of the oxide barrier
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and is of order 10nnr for n channel MOSFETs. To obtain a 1/f spectrum requires that the
density of traps in the oxide is uniform with distance on a length scale > > 1/ic. Summing
over all the states, assuming that the density of states NT(EF) varies only slowly with EF,
gives the noise power spectral density for the trap fluctuation in occupancy"8

S = NT(EF)kTA (8)
2,df

As we have seen, the real distribution of time constants is the result of the convolution of
two distributions. Hence any estimate of NT(EF) based on (8) will be an underestimate of
the true value of NT(EF).

The next problem is to relate the fluctuation in trap occupation to the noise measured in
the current flowing through the MOSFET. Using the measured distributions of amplitude
(as well as the measured distributions of a0 and ED), the noise was simulated and gave good
agreement with the actual noise measured in a large device6. However, although this gives
confidence that the approach is valid, it is not particularly useful for interpreting noise
measurements where an analytic approach is desired. In the number fluctuation model,
equation (8) was related to the current change in the device assuming all the RTSs have the
same amplitude at each value of n given by (2). This approach was very successful in
predicting and explaining the fact that the noise power in the device current was constant at
low n and fell at high concentrations 16. However, it failed to describe the behaviour
accurately above threshold voltage33.

Recently, Hung et a11 ,19 have developed a 'unified model' based on (4) that improves the
modelling of the amplitude change by incorporating the mobility in an empirical way.
Hence the noise power in the drain current (for low drain bias) is given by

S = [ Ln (R+a pn) 1SN (9)

They find that (9) can successfully explain many of the observations that were used to
support the mobility fluctuation model even with the approximation that a=constant.
From a microscopic point of view, the noise measured in the device results from the sum of
all the RTSs, but is weighted towards the largest amplitude signals due to the rough
log-normal distribution of amplitudes. Presumably, the extra degree of freedom provided
by the parameter an gives a reasonable description of how the weighted distribution in
trap amplitudes changes with gate voltage.

If a(n) were known accurately, then it would be possible to determine the density of 1/f
noise generating traps from measurements of the noise as a function of gate voltage. On
the assumption that there is not an enormous variation in a and that the size of the mobility
related term is not enormous, then an effective trap density can be extracted from the data
- essentially using the conventional number density fluctuation model. Based on the
measurement of RTS amplitudes shown in figure 3, where the median amplitude follows
the number fluctuation prediction, this approach should give the density of states to better
than an order of magnitude. It has been found that the inferred density of states varies
between device manufacturing processes, often rising rapidly towards the conduction band
edge16,11,1. This rise can be more than an order of magnitude in size and hence is almost
certainly real.
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3.2 Relation to Conventional Interface State Measurements

Up to this point, we have discussed the RTS generating traps as if they are conventional
Si/SiOz interface states. Over the years, there has been considerable confusion
surrounding this question. At least as far back as 1972, Fu and Sah made a clear distinction
between 'slow' states that reside in the oxide and communicate with the silicon by
tunnelling aqd 'fast' states that reside at the interface'. But many others have not made
this distinction and have compared the densities of interface states inferred from
capacitance-voltage or charge pumping techniques with those obtained from 1/f noise. Let
us consider the evidence from the CV approach.

Most of the characteriation of interface states has been carried out using capacitors via the
high-low frequency CV technique which measures the total number of states through a
measurement of the interface state capacitance. More detailed information is provided by
the conductance technique which measures the loss (AC conductance) in the capacitor as a
function of frequency5 . For a discrete defect level located at the Fermi level, the silicon
conductance (compensating for the oxide capacitance) is given by

Gdc = C.wr[1 + (w)2] (10)

where 1/r =ovn and Cr is the interface trap capacitance. This expression is similar to the
Lorentzian that describes the noise from an RTS with rc=.re. As with the noise
measurements, a full conductance curve is formed by summing over a distribution of trap
energy levels and cross-sections.

Until recently, the conductance data were always found to show states distributed
throughout the bandgap but with a single peak as a function of frequency. This implied
that all the interface states have a single characteristic capture cross-section. This result is
quite incompatible with these states being those responsible for the 1/f noise since they
have a wide range of cross-sections. More recent conductance measurements36 made
measurements over a far wider frequency range and an example is shown in figure 6. At
high frequency, a peak is found with a single broadened cross-section of around 10"lm 2

characteristic of the true 'fast' Si/SiO2 interface states. On the low frequency side of the
peak are the 'slow' states which had not been previously noticed (similar results have been
found from DLTS37). The constant conductance as a function of log frequency corresponds

1 um ~ ann m lm nIUm NI 1 l ll l I I mmam s ul~ m n l l m[ lIll l I
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to exactly the distribution that results in 1/f noise. The density of 'slow' states NT(EF)
inferred from the plateau height is also found to be quite consistent with the values of
Nr(Ef) recovered from noise measurements6.

CV measurements principally measure only the fast states, so any correlation between the
fast state density Drr and the slow state density is purely coincidental. Figure 7 gives the
result of a conductance measurement of both fast and slow state densities before and after
radiation damage to a set of capacitors. It is apparent that for both classes of defect the
increase in defect density is proportional to the dose, but the energetic distribution is quite
different.

4. Conclusions

The individual defects in MOSFETs responsible for the RTSs are located in the oxide in
the near interfacial oxide region with each one showing a different set of electrical
properties. They all show lattice relaxation and a large entropy change on capture and
have a range of capture cross-sections less than or equal to the cross-section of the 'fast'
interface states. The size of the entropy change is too large to be accounted for by lattice
softening and some other contribution must be present. The other main puzzle is the
distribution in size of the conductivity change which cannot be easily explained by si'ple
Coulomb scattering. The actual chemical nature of the defects is unknown, but a clue has
been offered by the observation that the pre-irradiation 1/f noise is correlated with
post-irradiation fixed oxide charge 3 . Since it seems fairly clear that this positive charge is
associated with the E' centres, the l/f noise and hence the RTSs may be related to the E'
precursor - normally taken to be an oxygen vacancy.

The 1/f noise has been clearly shown to be due to the superposition of noise from the 'slow'
interface states esponsible for RTSs. The understanding of the defect properties that have
emerged from the study of RTSs are now beginning to be used to develop more accurate
and realistic models of the l/f noise in MOSFETs. However, a key conclusion of this work
is that the form of the measured 1/f spectrum is very insensitive to the details of the
distribution of trap properties. Hence the use of noise measurements to carry out the
reverse procedure and infer trap properties is fraught with danger.
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HYDROGEN INDUCED DEFECTS AND DEFECT PASSIVATION
IN SILICON SOLAR CELLS

BHUSIIAN SOPORI

SERI, 1617 COLE BOULEVARD, GOLDEN, COLORADO 80401

ABSTRACT

Low-energy hydrogen implantation is typically used for passivation of defects and impurities in
silicon solar cells. Here we show that this technique of defect/impurity passivation also induces
some defects which act as sites of high minority carrier recombination. We describe the nature
of such defects and purpose this to be a mechanism that limits the effectiveness of hydrogen for
improving solar cell performance. The deleterious effects of hydrogen defects can be particularly
important if implantation is done from the junction side of the cell. We have developed a
technique for passivating silicon solar cells in which hydrogen is introduced from the back side
of the cell. In contrast to the conventional approach of front side hydrogenation, the defects are
kept away from the junction side thus minimizing their influence on the cell performance., This
technique requires the hydrogen to diffuse through the entire substrate in order to reach the front
junction. It is shown that an enhanced diffusion of hydrogen can ocrur in certain substrates. This
feature is applied to achieve a deep diffusion of hydrogen resulting in a significant improvement
in the cell performance.

1. Introduction:

Hydrogen in silicon is known to interact with the lattice, with the lattice defects and with the
impurities [1,2]. It is determined that hydrogen can occupy interstitial sites in the silicon lattice
in several possible configurations. Dopant de-activation due to hydrogen has been studied in some
detail and it is believed that acceptor deactivation is due to formation of a donor-like acceptor-
hydrogen complex [3,4,5]. In contrast, only a weak deactivation of donors in silicon has been
observed and a clear mechanism for donor deactivation is not well understood [5]. Hydrogen
interactions with deep level impurities, such as transit-'i metals, are known to result in
neutralization of their electrical activity [7]. Hydrogen is .oo found to enhance oxygen diffusion
in silicon presumably by associating with oxygen donor complexes. It is well established that
hydrogen can passivate defects such as grain boundaries and dislocations, presumably by tying up
the dangling bonds associated with them [8]. Although many of the general features of hydrogen
in silicon have been recognized, a detailed knowledge of interactions of hydrogen in silicon is
severely lacking.

The ability of hydrogen to passivate defects and impurities is of major interest to silicon solar cells
since it can permit production of higher efficiency devices on low-cost substrates. These features
of hydrogen are being exploited in the laboratory to improve the efficiency of silicon solar cells.
However, the commercial use of hydrogenation for impurity/defect passivation has been limited
by somewhat complex behavior of hydrogen in silicon. For example, it has been observed that
hydrogen passivation can improve only the low-performance cells and that long process times are
needed to diffuse hydrogen deep within the bulk of the substrate. In order to understand these
issues it is necessary to develop a coherent model of synergistic effects of hydrogen interactions
including dopant deactivation, recombination due to hydrogen induced defects, as well as
defect/impurity passivation. In this paper we will discuss the results of our studies on hydrogen-
induced defects and the interaction of hydrogen with grown-in defects when hydrogen is introduced
by low-energy implantation. It is shown that surface and near-surface defects can be detrimental
to the performance of a solar cell. However, the effect of such defects can be minimized if
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Figure 1., XTEM micrograph showing
surface damage due to a
1.5 Key implant

0.2 Am

Figure 2a. [011] plan-view TEM
micrograph showing a
hydrogen platelet

Figure 2b. [0111 TEM lattice image of the hydrogen platelet
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hydrogen is introduced form the back-side of the cell instead of the junction (front) side. This
requires that hydrogen must diffuse through the entire thickness of the solar cell. In our studies
on low-energy ion implantation, we have observed an enhanced bulk diffusivity of hydrogen in
some polycrystalline silicon substrates. This feature has been applied to develop a back-side
hydrogenation technique which circumvents many problems of conventional approach of
implanting hydrogen from the junction side of a solar cell.

2. Defects in Silicon Due to Hydrogen Implanted at Low Energies

In our studies hydrogen was implanted by a Kaufman Ion source. Hydrogenation was typically
carried out at 250 °C at energies in the range of 0.5 to 2 Key. The beam currents were limited
to 0.6 mA/cm 2 with the resultant flux densities in the range of 5x10 17/cm2. The samples consisted
of unprocessed wafers as well as solar cells. The unprocessed wafers included Float Zone,
Czochralski, and polycrystalline substrates from different vendors. The solar cells of two different
configurations were used. In one case the entire back side of the cell was unmetallized. The
second category consisted of completed solar cells with partially open back contact.

Defects due to hydrogen implanted at low energies in silicon may be divided into three categories:
surface damage, defects extending into the bulk, and defects due to hydrogen interaction with the
extended defects such as dislocations. The near surface damage appears as dislocation loops,
stacking faults and entrapment of hydrogen. These defects are believed to be caused by the
combined effect of energetic ions and high surface concentrations of hydrogen. Figure 1 shows
a cross-sectional TEM (XTEM) micrograph of a sample showing typical structure of the defects
due to surface damage. FTIR analyses of hydrogenated samples show absorption peaks around
2100 cm1. However, after polishing 0.5 gm from the surface i.e after removal of the damaged
layer, the absorption peaks are strongly diminished. This analysis also shows that optically active
hydrogen is predominantly confined to the near-surface damaged region. The depth of the surface
damage clearly depends on the ion energy; the higher ion energy results in deeper damage.

The near surface region also shows a preponderance of "platelets", These defects have been
postulated earlier and a limited characterization of these defects has been done. We find that these
defects lie in (111) planes and are elongated along { 110) directions. Figure 2a shows [001] plan
view TEM image of such a platelet. It is seen that such a platelet shows a contrast identifying a
core-like structure associated with the defect. Figure 2b shows a lattice image of such a structure
indicating a loss of contrast associated with the defect core. We believe that the core represents
entrapment of hydrogen and/or an aggregate of vacancies. The trapped hydrogen at the core could
be molecular in nature. The platelets are seen to propagate deep into the bulk of the material
(deeper than the surface damage described above). The tendency of the platelet formation appears
to be related to the impurities in silicon. Low oxygen/low carbon materials have higher tendency
to generate platelets. At this time we do not have sufficient data to determine if any orientations
are more prone to produce these defects than others.

In addition to producing its own defects, hydrogen interacts with extended defects, such as
dislocations, in the material. TEM analysis shows that hydrogen can segregate at dislocation sites.
Qualitatively we have observed that hydrogen segregation occurs mainly at dislocation nodes and
is more pronounced at "clean" dislocations. However, no segregation is observed if the hydrogen
concentration is below 1016/cm 3.

Although we have analyzed several characteristics of hydrogen related defects, here we will only
explore those that are directly related to solar cell performance. One such important issue is to
identify if the hydrogen defects have a significant effect on the performance of the cell. Our EBIC
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Figure 5. XTEM microgragh showing hydrogen
diffusion along a grain boundary
(implant conditions are same as
for the sample in Fig. 4)
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studies have shown that the hydrogen induced surtace damage results in a high surface
recombination velocity indicating that hydrogen does not passivate self-induced defects. Likewise,
platelets can be imaged by EBIC contrast thus identifying them to be high carrier recombination
regions. We have not been able to determine the effect of hydrogen segregation at the
dislocations.
FTIR and resistivity measurements have shown that the majority of hydrogen associated with the
defects stays electrically and optically inactive.

3. Hydrogenation diffusion in different silicon substrates:

We have determined the profiles of implanted hydrogen in a variety of different substrates
including Float Zone, Czochralski, and polycrystalline substrates obtained from different vendors.
Our results show a unique feature that the depth of hydrogen diffusion can be very large in some
polycrystalline wafers as compared to that of high quality Float Zone wafers of the same
resistivity, Figure 3a shows a SIMS profile of hydrogen implanted at 1.5 Key in a single crystal
Float Zone wafer; the profile is similar to that published in the literature [1]. Figure 3b is a
corresponding SIMS profile of a silicon ribbon of the same resistivity and implanted in the same
run. It is seen that the diffusion profile in the ribbon is extended deeper into bulk (data taken
within one grain). Due to limitations in the SIMS measurement of hydrogen, we have carried out
extensive analysis using deuterium implantation. These measurements also showed that deeper
diffusion of deuterium occurs in the ribbon samples as compared to the Float Zone and Czochralski
wafers. The depth of diffusion within large grains was found to be same as that along the grain
boundaries.

The most convincing evidence of deep diffusions was obtained by exploiting hydrogen segregation
at the dislocation sites as a semi-quantitative detector for hydrogen depth profile. Selected samples
were examined in the cross section with TEM, to determine the degree of hydrogen segregation.
Figure 4 is an XTEM micrograph of a ribbon sample showing hydrogen segregation manifested
as "bubble" like structures. The sample was implanted at 1.5 Key at 250 IC for 30 minutes,
A decreasing concentration of hydrogen is manifested as a reduction in the number and size of
hydrogen "bubbles". The segregation characteristics depicted in Figure 4 represent an approximate
concentration of 1017/cm 3 at a depth of 20 gtm. In comparison, a similar concentration of
hydrogen is reached at a depth of about 4Jgm below the surface in Float Zone wafers of the same
resistivity. We believe that this is the first observation indicating higher diffusivity of hydrogen
than in the Float Zone wafers. Although the exact mechanism of this enhanced diffusion is not
well understood at this time, we believe that this is similar to that which causes enhanced diffusion
along some grain boundaries. it is important to recognize that unlike grain boundary diffusion,
shown in Figure 5, the diffusion seen in Figure 4 is a bulk diffusion. We believe that a vacancy
mechanism could be responsible for such dec -) diffusions. The mechanism of enhanced diffusion
is clearly important for solar cell applications since solar cells are bulk devices and we are striving
to diffuse hydrogen through the entire thickness of the wafer.

We have shown earlier that the damaged surface exhibits an inversion type of behavior [9]. Such
a behavior was attributed to formation of donor type of levels due to the surface damage. Our
recent investigations show that out-diffusion of boron can take place during low energy hydrogen
implant. Figure 6 shows a SIMS profile of boron following a hydrogen implant at 1.5 Key.
Implantation was done for 30 minutes with substrate held at 2500C. It is believed that boron out-
diffusion is enhanced by the surface damage. The mechanism of the enhanced out diffusion will
be discussed elsewhere. However, it should be pointed out that such a modificotion of the dopant
profile near a contact can play an important role in determining tie conversion efficiency of a
solar cell.
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4. Backside hydrogenation technique

The surface damage due to hydrogen implantation from the junction side can have deleterious
effects on the solar cell performance. The influence of damage can be minimized if hydrogen is
implanted from the back side of the cell. However, a back-side hydrogenation requires that
hydrogen should diffuse rapidly through the thickness of the cell, typically 300 gm, in order to be
effective in improving the junction properties. Such a technique has many other advantages that
can make it a production-compatible process[101.

A prefened way to hydrogenate a cell from the back side is prior to making the back-side
metallization. Various steps needed for such a process are illustrated in Figure 7a. The solar cell
is implanted from the back side and then coated with a thin layer of aluminum, typically about
2000 A thick. The aluminum is then alloyed in a optically heated furnace, similar to an RTA
process. This step serves to drive hydrogen deeper into the cell and also dissolve the damaged
region to produce a Si-Al alloy to form an ohmic contact. In addition, it compensates for the out-
diffusion of boron discussed in the previous section. Figure 7b shows the effect of such a
hydrogenation process on an row of solar cells. The figure shows the open circuit photovoltage
of the devices before(solid line) aamd after (dottea ;iae) the hydrogenation process.

The back-side hydrogenation can also be readily applied to finished solar cells provided tl-e
backside metallization is in a grided configuration allowing access for hydrogen to enter silicon
through open areas. Figure 8 shows the effect of hydrogenating such a finished cell on the spectral
response of the cell; for comparison the other parameters of the cell, before and after the
hydrogenation, are also indicated in the figure. From this figure it is seen that the improvement
in the cell response is primarily due to increase in the long wavelength response indicating an
increase in the minority carrier diffusion length due to the passivating effect of hydrogen. Our
experiments have shown that impurity/defect passivation in silicon solar cells is possible even for
cells with initial efficiency greater than 12% if the substrate has low oxygen content, typically less
than 20 ppma.
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A STUDY OF RADIATION INDUCED DEFECTS IN
SILICON SOLAR CELLS SHOWING IMPROVED RADIATION RESISTANCE

JAN PETERS', TOMAS MARKVART, ARTHUR WILLOUGHBY'
'Engineering Materials, University of Southampton, Highfield, S09 5NH, U. K.

ABSTRACT

Deep Level Transient Spectroscopy (DLTS)' has been used to investigate radiation damage
in space solar cells. The radiation induced defects and their role in radiation hard cells
which employ a defect gettering region, designed to remove mobile, primary radiation
damage, have been studied. The DLTS results are here interpreted in terms of the
improved performance characteristics of these cells. These results are compared with
conventional Czochralski (CZ) and floatzone (FZ) solar cells with varying oxygen and boron
content. A range of defects have been identified; defects that are more prolific in the
convntional cells than the denuded zone cells are linked to radiation damage.

1. Introduction

Solar cells for space application are subject to a harsh radiation environment and as a
consequence suffer from severe degradation'. The degradation in cell performance results
from point defects which act as traps or recombination centres for the light generated
minority carriers. This work aims to relate the formation of point defects to cell damage
and efficiency in addition to the design of radiation resistant solar cells specifically for
space use.

A novel solar cell has been designed by Markvart et al' that exhibits improved radiation
resistance; the cell incorporates an oxygen rich gettering zone deep within the cell (fig 1)
which acts as a sink for mobile, primary radiation damage. The type of defect that is most
likely to cause significant performance degradation is a mid-bandgap recombination centre
with an affinity for both electrons and holes; the radiation tolerance of solar cells has been
found to reduce as the doping density increases' damage related defects are therefot Z likely
to include the dopant, boron.

2. Experimental

Five batches of CZ solar cells, and four batches of FZ solar cells have been investigated.
Two of the CZ batches contain defect gettering zones; the initial oxygen concentration of
these two batches was different prior to formation of the denuded zone. The FZ cells are
fabricated from wafers of different resistivity, covering more than three orders of magnitude;
they were used to correlate the radiation induced defects in the CZ cells. The wafer
orientations were not uniform for all the batches due to the limited availability of wafers
of specific oxygen or boron content.

The solar cells were fabricated by an n-type phosphorous diffusion into a boron doped
substrate to form a junction at 0.11im; the radiation hard solar cells are fabricated on
standard wafers that incorporate a gettering zone in the centre of the wafer, formed by a
high - low - high anneal. The cell characteristics, for both CZ and FZ are presented in
Table I and 2 respectively. The effect of the gettering zone on the solar cell batches C4
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and C5 is to modify the band diagram (fig 2) and to modify the cell diffusion length from
150Am to 23Mm; the depth of the denuded zone is 17Am and therefore does not affect the
efficiency of the cell appreciably.

barrier due to precipitates

anti reflection coating front contacts

jucindenuded zone conduction band
p-n junction

180um

gettering zone back contact valence band denuded gettering

zone zone

Figure 1 Radiation resistant solar cell with Figure 2 Band diagram of solar cells
internal gettering zone formed from oxygen with gettering zone; the conduction band
precipitates is modified by =0.1 - 0.2 jm, which

reflects carriers back toward the junction

The CZ cells were irradiated using the Tandem Van de Graaff accelerator at the Central
Research Division, BICC, London by IMeV electrons at a fluence of 1x10'ecm'2 and the
FZ cells were irradiated at 3xlO"ecmt; the lower irradiation level was used for a previous
study. After irradiation, the cells were stabilised under 48 hour AMO illumination.

Table I Parameters of p-type Czochralski material fabricated into np solar cells. All these
samples were irradiated to 10"1 electrons/cm2. ' contains a denuded and gettering zone

SAMPLE RESISTIVITY BORON OXYGEN WAFER
flcm CONTENT CONTENT ORIENT-

10"cm "3  W0P'cm') ATION

Cl 17-23 17 3.3 111

C2 17-23 13 6.9 111

C3 13-14 7.6 12.8 100

C4" 11-25 5.6 3.8 100

C5 11-25 8.3 2.9 100

The I-V characteristics were obtained using X25 continuous beam simulator which was set
to provide AMO intensity and measured against standard cells at constant temperature.
The P. characteristics of the CZ solar cells are presented in Table 3.

3. Results
The I - V characteristics were remeasured after each irradiation up to a total dose of
lxlO"ecm2, (fig 3). The cells containing the gettering zone demonstrated an improved
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Table 2 Average Parameters of the floatzone solar cells

SAMPLE RESISTIVITY BORON WAFER
flcm CONTENT cm' ORIENTATION

EZi 0. 3 2. 7x10" ill

FZ2 0. 94 7. 8x10" 100

FZ3 10 7. Ox10" 100

FZ4 115 9. 7x10" 100

Table 3 Electrical characteristics of the CZ solar cells

SAMPLE Ise P..3,
_____________ mA/cm' mV mW/cm,

Cl. 26. 9? 542 11. 53

C2 27. 02 539 11. 51

C3 26. 72 534 11. 21

C4* 21. 21 506 8. 31

C5' 21. 82 502 8. 46

relatve reduction in P,.. compared to the conventional cells. The relative degradation of
the open circuit voltage, V,,, is much smaller in batches C4 and C5 than in the conventional
cells. Contrary to the normal behaviour the open circuit voltage of C4 and CS degrades

more than the short circuit current.

W.I.BlonI 101'3

H1
Sof initial Pmax value 0

etl

letron Fluence 1 4F

Figure 3 P. characteristics after Figure 4 Summary of DLTS peaks
irradiation up to lxlO"ecm'l on standard observed in CZ solar cells
solar cells with varying (01 and radiation
hard solar cells.
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The results of the DLTS study on the FZ and CZ solar cells are presented in Table 4 and
5. In the CZ samples, four majority carrier traps were observed, labelled Hi to H4; H3 was
not detected in some of the samples, and H4 was observed as a shoulder on H1. Seven
minority carrier traps were observed in these samples, but only limited information was
obtained from them. Two levels were observed in the FZ cells, but due to a lower
irradiation level, the concentrations were close to the detection limit of the equipment, i.
e. , within 104 of the dopant concentration. Note: the FZ cells were part of a previous
investigation, hence the differing irradiation level. The traps have been compared with
levels observed by other workers and correlated with the resistivity and oxygen content of
the cells. All temperatures quoted for the traps are observed in the 200/s emission window.

3. 1 Czochralski Samples
Level H1 (E,+0. 33) is the most prominent trap in all the CZ materials and is now regarded
as the C, - 0, formed by room temperature annealing of C"'. HI demonstrates a sub linear
relationship with [01; Drevinsky reported a saturation of this level at high [01 due to
competition from other defects. The formation H1 is suppressed in C4 (which had a higher
initial [0] than C" and hence has a higher concentration of 0 precipitates) which suggests
an increased gettering of C, during irradiation.

Table 4 The concentrations of majority defect traps in irradiated CZ material (x 10'1cm1).
( + for data marked thus it was not possible to measure the defect concentration for the
200/s emission rate)

LEVEL HI H2 H3 H4

TEMP K 230 120 267 200

E,,, meV 320 90-180 470 250

CI 40 6 5 3

C2 65 15 5 +

C3 70 20 - +

C4' 3.3 1.2 - +

C5 " 40 10 0. 1 4

Table 5 Concentrations of the majority-carrier traps in irradiated FZ material (x 10"cm),
for the 200/s emission rate

LEVEL [B] cm" F ll FH i ,, FH2 FH2. ,.

TEMP K 230 200

E meV 340 280

FZ I 2. 7x10" 90 3. OxlO " 15 5. OxIo l "

FZ2 7. 8xOO 26 8. 7x O" 6 2. OxIO'

FZ3 7. Oxl" 4 1.3x10' 6 2. OxIO'

FZ4 9. 7x10"- 2. 5 8. 3x lO 7. 5 2 5x100MZI
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Level H2 (E, +0. 17eV), is regarded as the divacancy; there is no specific relationship with
[B], but a general trend with [0] on a log scale. Metastability has been obser!ed in the
divacancy'.

Level H3 (E,+0. 47) is seen sporadically in the CZ samples. This level is likely to be
subject to gettering in some form due to the low concentration observed in the denuded
zone cells. The position suggests a mid band gap recombination centre which could be
related to a heavy metal impurity, the low concentration in C4" and C5 would support this;
gettering is normally used remove impurity metals. However, H3 is not present in
unirradiated material. The relation of this defect with [0 is also of interest. At [0 > 10'
the level is absent: it is also absent from C4" which had a higher initial [0] than C5. This
level may be the same as a level observed in a similar position' at E,+0. 48eV, but only in
0. 3 ohm /cm material, and at E,+0. 4eV'.

Level H4 (E,+0. 25) appears as a shoulder on HI at 200K. Only under certain conditions
has it been possible to resolve H4 to a significant degree. Drevinsky et al'discuss two levels
in this region, DH4(E,+0. 29) and DH5(F,+0. 30). Mooney' identified a level MH(E.,+0.
26) as the B - 0 - V, largely by speculation; it is now accepted as the B, - C..

3. 2 Minority Carrier Traps
Seven traps have been observed by the method of optical injection of carriers. E4 and ES
were only observed in the 1000s rate window; one is representative of the A centre. The
concentration of the observed levels is an order of magnitude lower than the observed
majority carrier traps; the traps were verified by observation of the minority carrier transient
on a digitising oscilloscope. El is the B. - 0, defect, observed by other workers ' , which has
partially annealed during the irradiation sequence to form B, - C,, H4 (0.28), as described
in the reaction sequence. The activation energy of the trap E3(E,-0. 21) is only
approximate due to its low concentration; it has been assigned as a level of the divacancyIL'"

in addition to other configurations".

3. 3 FZ Samples
Defect introduction rates for the two most strongly observed defects have been plotted
against [B]. Fil (E,+0. 34) and FH2 (E,+0. 28) refer to tih trap identifications: FH
occurs at 230K and F-12 occurs at 2001. Note that the error for these samples is greater
than + 0. 03eV, due to noise as a result of low irradiation levels. FHI (E.+0. 342eV) with
a capture cross section of 6. 8x9" cm exhibits a linear relationship with [B]. FHI has
been compared with a level seen by Drevinsky' (DH5), at E.+0. 30eV, B, - B,. The
dependence of this defect on [B], suggests that it is possibly involved with cell degradation
since degradation shows a strong dependence on (B]; Weinberg and Swartz" have also
concluded from other evidence (the reduction in diffusion length as the defect anneals in)
that the Ev+0. 31 level is associated with the E,-0. 27 level and is responsible for
degradation in FZ solar cells. FH2 (E. 0. 28eV), in contrast, does not exhibit a strong
relation with [B], perhaps only at higher concentrations; it is possible that the formation of
this defect is suppressed at low [B] due to competition by FHI, this level is the B. - C,. We
note that the present samples had under go.e illumination during measurement procedures
which facilitates the liberation of B. from R - 0, to form B. - B, and 1, - C, which is
consistent with the annealing kinetics proposed by Kimerling. It is probable that
illumination, post irradiation, assists the movement of these defects producing B, - C, which
is not normally produced in high [0) Cz material, C; - ,3, is produced preferentially. This
is the probable explanation for photon degradation observed in FZ solar cells.
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4. Conclusion
There is little direct evidence to identify one defect for solar cell degradation and to explain
the cell characteristics of the denuded zone cells (fig 3). However, it is possible to rule out
H1, which does not show any strong relationship with [B]; similarly H2, the divacancy. H3
is present in the conventional CZ cells, with lower [0], but undetectable in the high [0] cell
and the C4 sample, and low conc-ntration in C5. It would therefore appear likely that this
level is a major contributor to ,,.1ar cell degradation, or at least explain the improved
resistance to radiation damage exhibited by the denuded zone cells. The key factor that
appears to be reflected in the radiation damage of FZ and CZ cells, both with and without
denuded zones, is the oxygen species within the cell. FZ material typically contains [0]
-10" to -10" 6 cm3 . whereas CZ material contains [0] -10" to 10" cm"3. FZ solar cells
exhibit 'the photon effect'; this is degradation that occurs with illumination subsequent to
irradiation' and we suggest that the formation of B, - C, is responsi:je for this. CZ solar
cells do not display this effect most probably due to the higher oxygen content. In denuded
zone cells, oxygen is concentrated into a narrow region in a saturated, precipitated form,
away from the junction. The defects associated with this region are able to provide a sink
for potentially harmful defects. C3 to C5 I, .; demonstrated improved operation after
irradiation compared to C1 and C2; H3 may provide an indication of the reason why C4
and C5 show a significant resistance to radiation; further samples with varying depth of
denuded zone are in production. Annealing studies are at present in progress in our
laboratories to try to control the behaviour of defects produced in a space environment anu
to effect their removal in situ.
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ABSTRACT

We present here the first direct proof that, at least in the epitaxially grown A/AIGaAs
metal-semiconductor junctions, defects play a key role in the formation of the Schottky
barrier. This proof comes from a measurement of a temperature dependence of the Schottky
barrier heights of metal-semiconductor junctions. They were grown on both n and p type AlGaAs
in a whole composition range. We found that d4)(n)/dT - dEpp/dT, while d0(p)/dT - 0. This
result is in direct conflict with prediction based on a concept of a neutrality level. It
can, however, be easily understood if the localized defects cause the Fermi level pinning.
This is because for localized defects, whose ground state is of a bonding type, the
ionization entropy equals the entropy of the valence to conduction band transitions.

1. Fermi level pinning in Schottky barriers

A time ago it was established that the barrier heights of metal-semiconductor (MS) contacts
made on covalent semiconductors are almost independent on the metal wozk function. Such a
behavior suggests that it must be some generic mechanism that is responsible for the
Fermi-level pinning in Schottky barriers. Since then many theorists and experimentalists have
tried to identify the source of the pinning phenomenon (1,2].

One group of models stresses the role of the metal-induced gap (MIG) states [1,3]. According
to proponents of this idea, the reason of the effect lies in the very nature of the intimate
metal-semiconductor contact. There the evanescent wave function of a metal produces the gap
states (MIGs) at the interface. Such states are defined by a band structure of a
semiconductor and a pinning energy corresponds to the neutrality level of a semiconductor.
Lanioo and his associates argued, that the neutrality level should be associated with the
average energy of anion and cation dangling bonds of a semiconductor [4].

This elegant idea ignores completely all chemical reactions occurring at the interface during
the formation of a contact. It is known that surface atoms undergo rebonding. Also, metal
deposition may cause generation of defects during metallization [2,5-9]. Such defects, if
present, also may cause the Fermi level pinning. Unfortunately, in spite of a year long
search, no such defect was positively identified, although there are good reasons to believe
that anion antisites ar(., prime candidates [6,7,9].

Most of arguments of the proponents of the MIGs model rely on a positive energy correlation
of the Schottky barrier heights and the computed semiconductor neutrality levels [3]. From
time to time there are reports producing similarly good correlation of the measured barrier
heights and the computed energy levels of particular defects (mostly vacancies) [10]. Such a
correlation is in most cased unjustified, because of the well known limits of accuracy of
these computations.

From all this vigorous debate one must conclude that the only way to solve this long st&. ling
puzzle is to look for some higher order effects than simple energy correlations. It became
obvious by now that both intrinsic and extrinsic mechanisms must play some role in the
formation of the Schottky barrier. Which of them is dominant is still to be determined.
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During a study of the properties of the high quality epitaxial AVAIGaAs contacts we realized
that the temperature evolution of the Schottky barriers can provide a missing insight. If the
neutrality level (MIGs) model is valid, than the temperature dependence of the barrier should
reflect an individual motion of a given semiconductor band (the conduction band for the
n-type substrate and the valence band for the p-type substrate). Although there is no direct
method to monitor such a temperature evolution, the theorist agree not only about the
direction of these changes, but also about their magnitude [11]. If, on the other hand,
defects govern the Fermi level pinning, then their ionization entropy would control the
temperature evolution of the Schottky barrier.

A. Ionization entropy of defect and band states

There are two major conributions to the ionization entropy of the semiconductor band states.
One comes from the lattict expansion and the second, known as the Debye-Waller factor, from
the screening of the electroiic interactions by the electron-phonon interaction [11].

dEsop r aE.p _p + [OEsV.IE pel(ph
-T -- -Jr 8TJ+ B- )1)

The expansion fa.-Lor can be easily computed from known lattice thermal expansion, latticecompressibility and the pressure dependence of the gap states. For the energy gap, its
pressure dependence may be used, while for the individual baad states knowledge of the
deformation potentials [12] is required. For GaAs the lattice expansion amounts only to about
20% of a total change of the energy gap with temperature. In AlAs it is even smaller because
of the sign inversion of the deformation potential of the X-valley in comparison with the
P-valley [12]. In both cases the Debye-Waller contribution dominates the temperature change
of the energy gap. This contribution was computed in several papers [11,13]. Summing up the
dilation and Debye-Waller terms yields the following values of the temperature dependence of
the gap states:

c.b. GaAs () -0.19 meV/K AlAs (X) -0.06 meV/K
v.b. GaAs () 0.27 meV/K AlAs (F) 0.28 meV/K
Epp GaAs (Fr- -0.46 meV/K AlAs (F-X) -0.34 meV/K

It is clear from this table that it is the motion of the valence band that dominates the
temperature dependence of the energy gap. Therefore, if the formation of the S, hottky barrier
is governed by the MIG states, the temperature u.-pendence of the Schottky barrier height on n
and p-type substrate should be close to each other for GaAs and direct gap AlGaAs. In AlAs or
indirect gap AlGaAs the cancellation effects between the expansion and Debye-Waller terms for
the X-conduction band should result in a much stronger temperature dependence for the p-type
than for the n-type substrate.

Similar analysis can, in principle, be made for the defect states. It can be done much easier
by following arguments presented by Van Vechten and Thurmond. They noted that a non zero
ionization entropy comes from a change of the local vibration frequencies upon ionization
(from oi to oi') [14,15]:

1 1O
ASso = - k -~~i (2)

This approach is especially useful in comparing ionization entropies o, the gap and defect
statts. It is obvious from Eq.(2) that the ionization entropy for the effective mass impurity
states should be ver small as their ionization does not change local phonons. Also, a small
ionization entropy is expected for the ionization of antibonding defect states. Quite
dramatic difference is expected if the ground state of the defect is a bonding type because
defect ionization is nothing but a bond breaking, similar to a bond breaking occuring during

uu.u1mm~ l 1nmu mmnmuul l nmll nn l
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creation of an electron-hole pair. Because of this similarity, ionization entropy of the
localized defect bonding states should be close to the ionization entropy of the energy gap
[14]. Some complication may arise if the defect ionization is accompanied by a large lattice
relaxation. Here, additional contribution from a change of configuration (configuration
entropy) must be added. In semiconductors, this factor must not be very large, however.

We can conclude then, that if the Fermi level is pinned by defects (most likely some midgap
states), either On or % should weakly change with temperature depending whether the ground
state of the defect is antibonding or bonding. In the latter case, the entropy of the
Schottky barrier height 0 is expected to be close to the ionization entropy of the energy
gap.

3. Experimental results

To test validity of either of the two models we have measured the temperature dependence of
the Schottky barrier height of the MBE grown epitaxial Al on p- and n-type AlGaAs MS
junctions. The MBE-growth technique allowed us to get very high quality junctions with almost
perfect electrical characteristics. All the layers used in this study (i.e., AlGaAs as well
as Al metallization) were MBE grown by M. Missous at UMIST on GaAs (100) p or n substrates in
a VG-V90 system using solid sources for the group III and V compounds (see Ref. 10 for
details of the growth). The Schottky barrier height has been determined either by the
interna' photoemission technique (]E) - the Fowler plots or from the capacitance versus
voltage :(V) characteristics [(I/C) vs voltage exhibited excellent linearity]. We used the
current versus voltage I(V) characteristics to test the electrical quality of the diodes. For
all diodes at temperatures for which the thermionic model of the transport applies, the
ideality factor of the diodes was no larger than 1.03. The barrier height deduced from the
temperature dependence of the saturation current agreed very well with those determined by
more accurate PE or CV methods.

From a study of the temperature dependence of the Schottky barrier heights we conclude that
the Schottky barriers on p-type AlGaAs (0 x_<l) are very weakly temperature dependent
(Fig.la). On the n-type material, the energetic shift of ihe Fowler ple:s is evident. It is
slightly larger for all direct gap compositions than for the indirect gap substrates,
following the temperature shift of the energy gap (Fig.lb.)

1 00 1 00

AI/GaAs :/ jAI/Al 84Go 16As
p-type n-type

080 ptye 080 AAA

..... 300K

.. 240K . .
o 0-00 190K %

040 040

D ~*. 220Ki-0l85eY

02002P 0 ooooOE 274K)-0025eV

07 08 09 10 11 12 13 10 11 12 13 14

ENERGY(eV) ENERGY(eV)

a) b)

Fig.1 Examples of the Fowler plots for the AI/AlGaAs Schottky barriers on p and n-type
substrates. For all p-type AlGaAs compositions the results are as for Al/GaAs(p) as shown in
a). For the n-type AIGaAs, the temperature change is larger for the direct gap. To strenghten
conclusion about the temperature shift for the n-type AlGaAs, the data in b) were shifted by
the amount given in the figure.
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so 7 A/Ga0s(n) 50 Al/Ga 16AL 84As (n)

40 40

30 30

OC20 V2

300

0 -o0

-20 

00 
PE [np]0

Al/GaAs(p) " AI/Ga. 42A. MAs (p)
-30 - V VQ )[NN" - 0 V C(v) [n/p)

-40-40

1O 200 250 3o0 150 200 250 300

Temperature (K) Temperature (K)

a) b)

Fig.2 Temperature dependence of the Schottky barrier heights for a) the direct gap GaAs and
b) indirect gap AIGaAs. Solid line is the temperature dependence of the energy gap.

4. Conclusions

It is evident from all data gathered in Figs. 1, 2 and 3 that the temperature dependence of

06 -the 
AI/AIGaAs (n-type) follows within

the experimental error the temperature

0 5 Eg(dir) dependence of the energy gap (for all
AIGaAs compositions, i.e., from GaAs

OU E (indir) to AlAs). The temperature dependence
E 0 4 0 of the barrier height on the p-type

0 material is much weaker, if any. This
0 3 - ' result is in direct conflict with

rcb predictions based on the neutrality
0,2 ---- - -- [Ip] level model.

' xb 7 V Q(V) In/pl
01 X( Following the arguments given in

Section 3. it has, however, obvious
01 explanation if the interface defects

v whose ground state is of the bonding
-0 1 9 0 type are responsible for the pinning.
-02 b We conclude therefore, that the Fermi

level pinning in the high quality
10-o epitaxial AIIAlGaAs MS junctions is

indeed due to the interface defects.
-0 4 L-- ., -

o 02 04 0a 0o 1 We believe that the reported result is
GaAs composition AlAs the first positive proof of a dominant

role of defects in the formation of
Fig.3 Composition dependence of the Ai/AIGaAs the Schottky barrier height. Our
Schottky barriers. Note a sign reversal of the measurements do not provide any
temperature dependence, Lines are computed identification of these defects,
individual band shifts according to the table. however.
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Similar behavior has been observed in the hydrostatic pressure studies of the MS diodes on
n-type GaAs where the pressure dependence of the Schottky barrier height equals to that of
the GaAs direct gap (11.5 meV/kbar) [16, 17]. Yet, deformation potentials of the conduction
band in GaAs are about one order of magnitude larger than those of the valence band [12].
Therefore consider possible experimental inaccuracies (clearly seen by comparing the data
from Refs. 16 and 17), the above result cannot provide a clear-cut test for the Schottky
barrier models. Measurement on the indirect gap material could give some hope. This is
because the sign of the deformation potential for the X-conduction band changes in comparison
with a direct gap material. It must be remembered, however, that overall changes of the
Schottky barrier under pressure are small and the only reliable technique is the normalized
photocurrent measurement, a very challenging experiment, though.

We finally comment on the observed very
5 good agreement between the chemical

conduction band trends in AI/AlGaAs Schottky barrier
0 heights and GaAs/AIGaAs band offsets [18]

(Fig. 4). Within experimental error their
composition dependence is practically the

SP[npsame. In the earlier experiments theagreement was worse (see Ref. 19 for a
50 CV) InPI more exhaustive discussion of this

>problem in a context of a mutual relation
between the transition metal energy

0 levels and band offsets), but the diodes
were simply evaporated and thus much
worse electrically. This result taken

•0 alone provides a strong argument for the
link between Schottky barriers and
heterojunction band-offsets and the idea
of a neutrality level based on the

-1 screening at the interface [3]. It also
justifies the use of the Schottky

valence band barriers on AIGaAs as the references for

5 the host band structure in a similar way
0 02 04 0' ' as it was done recently with the help ofG s 02 o4po 0A transition metal energy levels [3,19].GaAs composition AlAs

Analyzing the published data on the
composition trends of various defects

Fig.4 Comparison of the Schottky barrier heights (not necessary the transition metals) in
with the band offsets trends. The values of the AIGaAs [20], it becomes obvious that a
p and n-type barrier height add well to Epp. similar arguments can be used by the

proponents of the defect model, as for
several point defects, the composition shift of their energy levels is exactly the same as
for the band offset or the Schottky barriers. It should be noted, however, that this
correlation does not undermine validity of the neutrality level model for heterojunctions,
because simply no interface defects down to a very low detection limit were found there.
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RECOMBINATION-ENHANCED DIFFUSION OF Be IN GaAs

MASASHI UEMATSU AND KAZUMI WADA
NTT LSI Laboratories, 3-1, Morinosato Wakamiya, Atsugi-shi, Kanagawa 243-01, JAPAN

ABSTRACT

We have observed recombination-enhanced impurity diffusion (REID) in Be-doped GaAs. Our
investigation of current-induced degradation of tunnel diodes reveals that Be diffusion under
forward bias is enhanced by a factor of about 1015 at room temperature, and the activation energy
for the diffusion is reduced from 1.8 eV for thermal diffusion to 0.6 eV for REID. In the REID
of Be, the energy related to minority carrier injection at the recombination center enhances the
annihilation of the recombination center, in which a point defect that enhances the Be diffusion is
generated.

1. Introduction

Device degradation under operation has been widely observed in electron and optical Jevices
such as, Esaki tunnel diodes, 1-2 heterojunction bipolar transistors (HBTs),3 4 light emitting
diodes,5 and laser diodes.6 These devices tend to degrade during forward bias operation but not
under reverse or zero bias, indicating that minority carrier injection, i.e., the recombination
process, plays an essential role in the degradation. However, the detailed mechanism responsible
for the degradation must be clarified to obtain an understanding of the basic physics involved
and thereby find ways to avoid or suppress it.
This paper describes recombination-enhanced diffusion of Be in GaAs by investigating current-
induced degradation of Esaki tunnel diodes. The enhanced Be diff'ision coefficients and their
decreases with time are obtained from the decay of the tunnei peak current densities. The possi-
ble mechanism for the enhanced diffusion is discussed based on the analysis in terms of the
kinetics of the decay of the recombination center. These results are e% idence that recombination-
enhanced defect reaction 7"10 is responsible for the enhanced Be diffusion, which we name
recombination-enhanced impurity diffusion (REID)."

2. Experimental

The tunnel diodes were fabricated by MBE (Molecular Beam Epitaxy) on (100) n-GaAs sub-
strates, using Be as a p-type dopant and Si as an n-type dopant. The substrate temperature during
growth was 550 OC. The carrier concentrations of the p+- and n+- layers of the tunnel junction are
4x1019 cm 3 and Ix10 19 cm"3, respactively. Mesas with an area of 5.0x10-5 cm, were formed by
wet etching.
The typical tunnel peak current density (J) and the peak voltage (Vtd were measured to be 10
A/cm2 and 80 meV, respectively, using an HP 4142B Semiconductor Parameter Analyzer. The
forward bias operations were carried out under constant current densities in the range 500 -
2000 A/cm2 over the temperature range 27 - 200 'C. The degradation by thermal annealing was
investigated, where the diodes were annealed in nitrogen ambient at 400, 450, and 500 °C under
zero-biased condition.

3. Results and discussion

3.1 Current-induced Be diffusion

Degradation of the diodes was observed under forward bias operation. The decreases in peak
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current densities relative to the initial values with time under current densities of 500 - 2000
A/cm2 at 200 'C are shown in Fig. 1. Similar decays were observed at 27, 100, and 150 OC, with
the decay rates becoming smaller at lower temperatures.
The peak current density is described by the formula , 12 3

JP = A exp(-BW), (1)

where A and B are constants, and W is the width of the space-charge region at small positive
bias V . The diffusion of the dopants should increase W , and hence reduce J . Because W is
on the order of 10 nm, the junction broadening on the oder of 0.1 nm should be sufficienr to
cause a significant decrease in J_. The broadening of W is attributed to the Be diffusion, with
the Si donors being immobile, gecause the rates of the current-induced degradation of HBTs
depend critically on the Be doping concentrations. 3 The diffusion coefficient D., is described in
terms of decreasing J. as13'14

D = -d/dtf[In{J(t)/J (0)IWB'l(1 +NA/N +e /kT)-Y for t -> 0, (2)

where NA and N. are the carrier concentrations of the p- and n-side of the diode, and the barri-
er potential at the junction. The B and W were calculate. from Kane's formula,12 and the barri-
er potential f was estimated by considering the forward bias voltage applied during the opera-
tion.
The current-induced Be difusion coefficients were obtained by Eq. (2). Thermal Be diffusion
coefficients were also obtained by the same procedure using Eq. (2). These Be diffusion coeffi-
cients versus inverse temperature are shown in Fig. 2. Thermal Be diffusion data at high temper-
atures by Tejwani et al.'s and Schubert et al. 6 are also shown in the figure, and the present data
are consistent with these high-temperature data, which indicates the validity of the analysis noted
above.
The current-induced Be diffusion coefficient is given by

D= 8.7x10"1exp[-(0.59_0.05)eVkTJ cm2/s (3)

for 2000 A/cm2, and the thermal Be diffusion coefficient is

DllethanW = 8.3x I0"7exp[-(1.8_+0.23)eV/kTJ cm2/s. (4)

The exponential prefactors and the activation 1.2__
energies are 2.8x1O" cm 2/s, 0.58±0.05 eV for 2
1500 Alcm2, and L.3x10", 0.61+0.05 for 1000 1.1 (2000 C e crb2)
A/cm2, respectively. The current-induced Be (20100 0.................... /cm2)
diffusion coefficient at room tem erature is C 1. .........
1.3x 10"20 cm2/s for 2000 A/cmi, and the 0 9 500
extrapolated enhancement factor at room a. 0.8 (A/cn 2

temperature is greater than 1015. The differ- - 1000
ence in the activation energies between the 0.7
current-induced and the thermal diffusion is 0.6 b
about 1.2 eV. forward b!as 2000
Kimerling and Lang 7.I have shown that the 0.51 ft 1 2 I

annealing rate of E3 GaAs defects increases 0 1000 200 5000
significantly under conditions of minority t(s)
carrier injection. They concluded that close Fig. 1. Decrease in peak current densities
agreement between the amount of decreasing relative to initial values with time under
activation energy for the annealing rate and the forward bias with current densities of 500 to
E3-valence band transition energy suggests 2000 A/cm2 at 20C °C. No degradation was
recombination-enhanced annealing. In addi- observed under reverse bias with 2000 A/cm 2

tion, no degradation was observed under at 200 "C for 5000 s.
reverse bias with 2000 A/cm 2 at 200 *C for
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5000 sec (Fig. 1), or after a diode had been held for 72 hr at 200 0C with no current flowing,
which rules out any possibility of enhancement due to heating by high current density.
These results suggest that the energy difference of 1.2 eV comes from electron-hole recombina-
tion events, where the energy related to minority-carrier capture enhances the Be diffusion. The
energy level of the recombination center concerned is not specified in the present study.
However, by considering the reduced activation energy, the depth of the recombination center is
supposed to be approximately 1.2 eV with respect to the conduction or valence band edge.

3.2 Kinetics of enhanced Be diffusion

We investigated the enhanced diffusion from tle rates of the decreasing J at t = 0 in Section 3.1.
In this Section, time-dependence of the enhanced Be diffusion coefficient D. (t) is investigated
and the kinetics of the process is discussed. Equation (2) is also valid for t > 0 if the variation of
W with time is negligible. In the present case, the decrease in J3 up to J (t)/J (0) - 0.4 at 200 C
with 2000 A/cm2 for 2000 s is the maximum degree of the degradation. Tfierefore, the W is
estimated to increase from the initial value of W (0) = 17.1 nm to 18.0 nm at most using Kane s
formula. 12 On the other hand, -d/dt[ln(J (t)/JP(d)] decreases about two orders of magnitude as
estimated from Fig. 1. Therefore, the vanaon of W P with time is negligible.

In Eq. (2), both B and are int,--,';ve to the degradation of the diodes. In addition, NA/ND may
also be insensitive to the .' . because the Be diffusion lengths are so small, as shown
below, that the changes in. concentrations are considered negligibly small compared
with the decrease in -d/dtlln ,,o J)) . Therefore, Eq. (2) is described as

D9(t) = -d/dt[ln Jp(t)/ (0))/D,, (5)

where Dc is a constant. Equation (5) shows the relation between the time dependence of the D..
and the rates of the decreasing Jp.
As can be seen in Fig. 1, the rates of the
decreasing JP were found to decline with
elapsed time, and therefore Eq. (5) indicates (Current-induced) -
decreasing D30. On the other hand, the rates 1012 (CureVnd 0e)
of the decreasing JP, and hence the Be diffu- = 0.59 ± 0.05eV (2000)
sion coefficients, remain almost unchanged 1,- 0.58 ± 0.05 (1500)
for thermal annealing. Tho.c%- results suggest . 0.61 ± 0.05
that recombination centers are annealed out to 10-16 0(1000)
concurrently with the enhanced Be diffusion "E .181  2)
because the Be diffusion will become slower 0 10,2

if the number of the recombination centers 0
which are the cause of the enhanced Be 10"
diffusion is decreased by this annihilation 122 Tejwani (hernal)
process. 'Schubert AE 1.8± 0.23

In order to obtain the evidence for this anni- 10-24
hilation of the recombination center, we 0.5 1.0 1.5 2.0 2.5 3.0 3.5 4.0
investigated the electroluminescence (EL) of 3
the band-to-band emission from the diodes I/TxlO (1/K)

degraded due to the enhanced Be diffusion.17

The peak intensities of the EL relative to that Fig. 2. Current-induced and thermal diffu-
of no-degraded diode as a function of the sion coefficients of Be obtained from the
degradation time are shown in Fig. 3. The decrease in peak current densities. Thermal
diodes were degraded under forward bias Be diffusion coefficients at high temperatures
with current density of 2000 A/cm2 at 200 0C by Tejwani et al. (Ref. 15) and Schubert et al.
for 0, 26, 110, 350, and 2000 s. The emis- (Ref. 16) are also shown.
sion was observed at 77 K with injection



1554 ICDS- 16

current of 120 A/cm2, which induced no fur- 2.2 .I

ther degradation of the diodes during the . 4'

emission observation. 2.0 77 K

The EL efficiency was found to increase as the . 1.8
diodes were degraded. In addition, no increase -/

in EL was observed after a diode had been :Z 1.6 o...% EL (hermal)"
held for 20 hr at 200 0C with no current flow- E 1.4 E ET m
ing, which rules out the possibility of the j Simulated
thermal annealing of the recombination center. -- 1.2 (k 1 .7x102 (-1T h e se fi n d in g s in d ic a te th a t u p o n th e e n h a n c e d 1 .0 k , ... .... .. .. ........ ..(a'"

Be diffusion the recombination-enhanced 1.0

annihilation of the recombination center oc- 0.8 -. _I I

curs, in which the energy related to minority- 0 1000 2000 72000
carrier capture enhances the annihilation. The t(s)
mechanism of the annihilation of the recombi-
nation center has been proposed by Kimerling Fig. 3. Peak intensities of electrolumines-
and Lang through multi-phonon emission '1  cence of band-to-band emission from diodes
and by Sheinkman via the excited state of the relative to that of no-degraded diode as func-
recombination center.9"10 This EL efficiency tion of degradation time (solid circles). No
increase was simulated based on the minority- degradation was observed by thermal an-
carrier lifetime increase due to the single nealing at 200 *C for 20 hr. The solid line is
exponential decay of the recombination center the simulated curve based on minority-carrier
using the annihilation rate constant k as a lifetime with annihilation rate constant k =
parameter,"1 and we obtained k = 1.7x10-2 s-. 1.7x10-2 s1.

In order to account for the decreasing D. , the relation between the enhancement of the diffusion
and the annihilation of the recombination center should be discussed. Following Tan and
G8sele,18 Be diffusion in GaAs is enhanced by the supersaturation of interstitial Ga atoms (I)
Therefore, the decrcasing D B indicates the decrease in the point defect which enhances the Be
diffusion. Then we propose a model that when the recombination center is annihilated, a certain
point defect is generated, which enhances the Be diffusion. As discussed above, I. is consid-
ered to be one possible candidate for this defect. Furthermore, the recombination-induced forma-
tion of the traps A and B, which are only observed in GaAs grown under Ga-rich conditions,' 9
has been observed during the operation of AIGaAs light-emitting diodes.2° Therefore, the super-
saturation of IC which is generated upon the recombination-enhanced annihilation of the recom-
bination center could enhance the Be diffusion.
We represent these processes by the consecutive reaction scheme as

recombination centers: A -k-> I0A --k'-> diffusion of I. to enhance Be diffusion, (6)

where k and k' are the rate constants for the first and the second step. The first step represents
the annihilation of the recombination center to generate I and the second the diffusion of I..c to
enhance the Be diffusion.

We assume that the first step in Eq. (6) is the rate-determining step of the process. Therefore, we
take k << k', rerulting in the familiar steady-state treatment.21 Then we obtain

N(1,) = (k/lk')N(A) = (k/k')Aoexp(-kt), (7)

where N(I.) and N(A) indicate the concentrations of IGs and A, respectively, and Ao is the initial
concentraton of A.

Following Tan and G6sele,' DBe is proportional to N(IG,). Therefore, Eq. (7) gives

DBC(t) = Doexp(-kt), (8)

where Do is the diffusion coefficient at t = 0, which we presented in Section 3.1. From Eqs. (5)
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and (8), we have

d/dt[ln (Jp(t)/Jp(0)1J = -Dsexp(-kt), (9)

where DR is a constant. Integrating Eq. (9) with ln[J(t)/Jp(O)J being 0 at t = 0 gives

ln[J(t)/JP(0)J = a[exp(-kt) - 1], (10)

where a is a constant. Eq. (10) is the formula used for the simulation of the decreasing Jp with
time.

The decreasing J at 200 OC with 2000 1 -16

A/cm2 in a logaritimic scale is shown in 2 200 C 2
Fig. 4, where the solid circles are the ob- 0.0 tk 1.3x10 "  2000 Alcm 2

served values shown in Fig. 1. This decreas- -( ),17
ing J observed with time was simulated Co - smulated
basedon Eq. (10) using k and a as parame- .. ,.
ters. The dotted line in Fig. 4 is the simulat- B -De1

ed curve, and it matched the observed results -o.4 .-
very closely. This indicates the validity of S
the model we proposed. Furthermore, the
annihilation rate constant k = 1.3x10-2 s1 -0.6 10• 10 9

was obtained from the simulation. This rate 0 1000 2000
constant, which was estimated from the t(s)
enhanced Be diffusion, is close to the annihi-
lation rate constant k = l.7xl0 2 S-1 obtained Fig. 4. Decreasing J, at 200 0C with 2000
from the EL efficiency increase. This A/cm 2 in a logarithmic scale. The solid

strongly supports our proposal that the circles are the observed values shown in Fig.
recombination-enhanced annihilation of the 1. The dotted line is the simulated curve
recombination center occvs s upon the based or. Eq. (10) with k = 1.3x10 2 s-1. The
enhanced Be diffusion and a point defect solid line is decreasing De. obtained using
which enhances the Be diffusion is generat- the results of the simulation and Eq. (8).
ed upon this annihilation.

The decreasing De¢ at 200 OC with 2000 A/cm2 was obtained using Eq. (8), and is shown in Fig.
4 (solid line). The D decreases about two orders of magnitude from 0 to 2000 s, and the first
decay shows the single exponential decay with k = 1.3 x0 "2 s-1. The Be diffusion length esti-
mated based on the Dk obtained was about 0.9 nm after the elapsed time of 2000 s. This indi-
cates that the change in the carrier concentration is much smaller than the decrease in
-d/dt[ln fi (t)/J (0))], as mentioned above. In addition, the amount of the Be diffusion estimated
from the l3B. was found to be within the critical value for Eq. (2) at t > 0 being valid. The DB,
seems to decay with smaller rate constant than that of the first decay after the elapsed time of
about 300 s. The reason is not yet clear; however, one possible factor is that there might be other
kinds of recombination centers which have smaller annihilation rate constants than that of the
first decay.
The present results lead us to conclude that the recombination-enhanced .,inihilation of the
recombination center occurs, in which a point defect is generated, which enhances the Be diffu-
sion. We name this enhanced Be diffusion recombination-enhanced impurity diffusion (REID).
Furthermore, the present study may indicate a novel approach in which the generation kinetics of
group III point defects by recombination-enhanced processes can be elucidated from the view-
point of Be diffusion.

4. Summary

Current-induced degradation of tunnel diodes was investigated using Be as a p-type dopant. The
degradation was observed under forward bias operationi. On the other hand, no degradation was

..i aM•a ]IM I l Im N I Ia II• I II I~lIm Nll I ilI ml m li
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observed under reverse or zero bias. The diffusion coefficients of Be under forward bias were
obtained from the decay of the peak current density. The thermal diffusion coefficient of Be was
also obtained by the same procedure. The Be diffusion coefficient under forward bias is en-
hanced by a factor of about 1015 at room temperature, and the activation energy for the diffusion
is reduced from 1.8 eV for thermal diffusion to 0.6 eV for REID.

The time-dependence of the REID was investigated based or, the analysis in terms of the kinetics
of the decay of the recombination center. The increase in t':- EL from the diodes indicates the
recombination-enhanced annihilation of the recombination center upon the REID. The decrease
in the peak current density of the diodes was simulated based on the model in which a point
defect that enhances the Be diffusion is generated when the recombination center is annihilated.
The simulated results matched the observed data very closely, aad the annihilation rate constant
for the recombination center obtained from the decrease in the peak current density was found to
be close to the annihilation rate constant from the EL efficiency increase. The present results
suggest that in the REID the energy related to minority carrier injection at the recombination
center enhances the annihilation of the recombination center, in which a group Ill point defect
that enhances the Be diffusion is generated.
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ROLE OF THE DIFFUSIVITY OF Be and C IN THE PERFORMANCE
OF GaAs/AlGaAs HETEROJUNCION BIPOLAR TRANSISTORS

F. REN, T. R. FULLOWAN, J. R. LOTHIAN, P. W. WISK, C. R. ABERNATHY, R. F. KOPF,
A. B. EMERSON, S. W. DOWNEY AND S. J. PEARTON
AT&T Bell Laboratories, Murray Hill, NJ 07974.

ABSTRACT

GaAs/AIGaAs HBTs with highly Be-doped (4 x 1019 cm- 3) base layers show a rapid
degradation in current gain during device operation. For example a 2 x 10 Am2 device
operated at 200*C and a collector current density of 2.5 x 104 A . cm- 2 shows a decrease in
gain from 16 to 1.5 over a period of 12 h. Moreover, both base-emitter and base-collector diode
ideality factors worsen dramatically (from 1.33 to 2.39 and 2.01 to 4.51 respectively) during this
time. We ascribe this to recombination-enhanced motion of Be interstitials from the base into
the adjoining layers. This occurs in both implant-isolated and mesa-etched devices, although the
presence of nearby damaged regions does slightly enhance the Be diffusion. By contrast,
devices with highly C-doped (7 x 1019 cm3 ) bases show no degradation of DC characteristics
under the same operating conditions as the Be-doped HBTs. This may be a result of the higher
solubility of the carbon, and its occupation of the As sub-lattice.

Introduction

There is currently great interest in the use of GaAs-AIGaAs heterojunction bipolar transistors
(HBTs) for a variety of high-speed digital circuit applications. However, a number of authors
have reported the degradation of HBTs with conventional p-type dopants (Be or Zn) in the base
layer during device operation. (1'2) This involves forward biasing of both base-emitter and base-
collector p-n junctions, and it is generally observed that the DC gain of these devices decreases
rapidly with time. Uematsu and Wada (3) reported an enhancement by a factor of 1015 at room
temperature of the Be diffusivity in forward-biased tunnel diodes. This was ascribed to
recombination-enhanced diffusion of the Be. Clearly this phenomenon is catastrophic from the
viewpoint of stable operation of HBT-bad circuits. It is more than a little surprising that this
has not been reported earlier given the already relatively long ocvelopment time of HBTs.

A further problem with the use of Be or Zn as the base dopant is the concentration-dependent
diffusivity of these impurities during epitaxial growth, a phenomenon enhanced by the presence
of high n-type doping levels in the adjacent emitter and collector layers. (4.1 ) For this reason.
attention has recently been focussed on the use of carbon as the base dopant during MBE,(6)

MOMBE( 7.' ) or MOCVD (9) growth. Carbon has a much lower diffusivity and higher solubility
than any of the other p-type dopants, and moreover the diffusion ir neither concentration-
dependent nor affected by the doping levels in the adjacent layers.

In this paper we report on the current-induced degradation of Be-doped HBTs, and demonstrate
that similar C-doped devices do not show this decrease in DC gain under the same conditions.
The reason for this stability is most likely the fact that carbon occupies the As sub-lattice and
therefore is not affected by Gal injection.

Experimental

The Be-doped structures were grown by MBE using Si as the n-type dopant, and the C-doped
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base structures were grown by MOMBE, with Sn as the n type dopant. The growth temperatures
in each case were around 500*C, with the layer structure consisting of a 60004
n+(3x1018cm-3) sub-collector, 400XA ntype (2 x 1016 cm- 3 ) collector, 800A
+(4-7 x 1019 cm- 3 ) base layer, 1000A n-type (5 x i0 ? cm 3 ) Al0.GaoTAs emitter,

2000A n+(1.5 x 1019 cm- 3 ) GaAs emitter cap layer and 0OOA n+(10 9 cm- 3 ) InGaAs
contact layer. Both small geometry (2 x 10 gim) devices fabricated by a dry-etched, self-
aligned process 1 °) using implant (F+ and H+) isolation and large geometry (100 gm diameter)
devices fabricated with a wet chemical, mesa-etch process were biased %t 200*C and collector
current densities of 2.5 x 104 A . cm- 2 for the small devices and 2,70A . cm- 2 for the large
devices for periods up to 12h. The DC gains and junction ideality factors of both Be- and C-
doped devices were monitored as a function of time. On some samples, Resonance Ionization
Mass Spectrometry (RIMS)(") measurements of the Be profile in the large structures were made
to monitor possible Be motion as a result of either forward biasing of the devices or the
implant/anneal cycle used for isolation.

Results and Discussion

Table 1 shows the results of the current-induced changes in the 2 x 10 jim 2 Be-doped devices.
Over the 12h period the DC gain these devices falls from 16 to 1.5, and both base-emitter and AS
base-collector junction ideality factors are severely degraded. While it is not clear as to the
physical meaning of the ideality factors being greater than 2, it is clear that the junction
characteristics have been greatly compromised. By sharp contrast, there is no significant change
in the characteristics of the C-doped devices. We note that this is the case even though the C-
doping level is substantially higher than that of the Be. It is possible that under even more
extreme levels of minority carrier injection the C-doped devices might show some change in DC
properties, but it then becomes an issue as to whether the ohmic contacts remain stable under
such conditions. We note that no degradation of the Be-doped HBTs was observed under zero-
bias conditions at the same temperature (200*C), implicating the minority carriers in the
degradation mechanism and supporting the view that recombination-enhanced diffusion of the
Be is the cause.(3) This is also consistent with the decrease in gain and worsening junction
ideality factors.

Table 1. Comparison of DC characteristics of 2 x 10 jim 2 Be-(4 x 1019 cm - 3 ) or C-
(7 x 1019 cm - ) doped HBTs operated at 200*C and a collector current density of
2.5 x 104 A cm - 2 for 12h

Be-doped C-doped
before after 12h before after 12h

Current Gain 16 1.5 17 16
B-E Ideality Factor 1.3 2.4 1.4 1.4
B-C Ideality Factor 2.0 4.5 1.3 1.3 2
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Figure 1 shows RIMS profiles before and after bias application at 2000 C on a large diameter
Be-doped HBT. There is a slight, but significant movement of Be from the base into the
collector layer, consistent with the mechanism postulated above for the device degradation. This
is the first direct measurement of the Be redistribution as a result of forward-biasing in any
device structure. We also point out that the Be need only "punch-through" in a few
microscopic regions to have an effect on the device operating characteristics and the RIMS data
is averaging over quite a large area and so is not as sensitive as the device itself in detecting
motion of Be.
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Figure 1. RIMS profiles of Be in an HBT structure before and after bias application at 2000C for
12h.

The role of the nearby implant-damage isolated regions in enhancing the Be diffusion was also
examined. Fluorine ions were implanted at doses of 7 x I0 cm- (40 keV), 7 x 1013 cm -2
(100kgV), 6 x 1012 cm - 2 (200keV) and 7 x 1012 cm-2 (250keV) into GaAs p-n unctions
(2000A p = 3 x 1019 cm- , 3000A n = 5 x 1016 cm 3 and 1000A n =4 x 10 cm3)
grown by MBE with Be and Si dopants and similar samples were also implanted with H'
40keV (3 x 1015 cm - 2 ) and 60keV (3 x lo1 cm - 2) ions. Following an anneal at 525*C
for 60 sec, RIMS profiles (Figure 2) showed a small amount of Be redistribution, and as stated
previously we observed similar rates of device degradation in mesa-etched or implant isolated
structures. The slightly greater amount of Be diffusion in the case of F' implantation is due to
the greater amount of damage created relative to fluorine (Figure 3). This additional damage is
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reflected in the worsened ideality factors from the base collector junction after F+ or H'
implantation and annealing (Figure 4).

F+ IMPLANT

109E
CD, AFTER IMPLANT

AND ANNEAL

1018
AFTER
IMPLANT

II I I I

0 0.1 0.2 0.3 0.4 0.5

H + IMPLANT

119

E
AFTER IMPLANT

AND ANNEAL0

1 1018
CD AFTER

IMPLAN

0 0.1 0.2 0.3 0.4 0.5
DEPTH (Am)

Figure 2. RIMS profiles of Be in HBT structures after implantation with F+ (top) or H+ (bottom)
and after subsequent annealing to provide isolation.

Conclusions and Summary

The rapid degradation of HBTs with highly Be-doped base layers under elevated temperature
bias application has been studied. The DC gain of these devices falls rapidly with time during
forward bias application due to an enhanced diffusion of Be out of the base region into the
adjoining emitter and collector layers. This appears to be a result of a recombination-enhanced
motion of Be interstitials. In sharp contrast, structures with carbon-doped base layers do not
show any signific nt degradation during forward bias operation. We assume that this is due to
the As site occupation by the C, so that injection of Ga; by the high current flow in the devices
does not create carbon interstitials. A related fact may b,' that in the case of MOMBE carbon
doping, there is essentially 100% substitutional incorporation of the carbon so that there are few
interstitials to begin with. By contrast, the substitutional fraction of Be in MBE-grown base
layers falls progressively below unity for doping levels above -3 x 1019 cm - 3, so that there is
already a supply of Bel prior to bias application.
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Figure 3. Damage profiles created in GaAs p-n junction structures by multiple F+ (top) or H
(bottom) implantation of the type used in Figure 2.
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EFFECTS OF THE SUBSTRATE-EPITAXIAL LAYER INTERFACE ON THE
DLTS SPECTRA IN MESFET AND HFET DEVICES
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IAT&T Bell Latboraroiies, 2525 N. 12th Street, Reading, PA 196,i2
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3Lehigh University, Bethlehem, FA 18015

ABSTRACT

Sidegating and low frequency oscillations are very detrimental to the performance of GaAs MESFETs
and AIGaAsAGaAs HIL"Ts. Sidegating is highly enhanced by carbon impurities at the substrate-epitaxy
interface. Deep level traps have been associated with low frequency oscillations and light sensitivity of
the devices. We have studied the effect of substrate cleaning using ultraviolet-ozone radiation on DLTS
spectra in MESFET and HFET devices. The incorporation of a superiattice at the interface as well as
variable buffer layer thickness were investigated. Deep level transient spectroscopy was used to identify
the traps present in these materials.

The results showed the DLTS peak cauzing the device light sensitivity can be eliminated by cleaning the
interface. This hole trap has an activation energy of 0.5 eV and a capture cross section of 4 x 10-14cm2 .

1. Introduction.

Althcugh a considerable number of studies on defects have been performed on GaAs ar. AIGaAs, their
identification and effects on the devices that were fabricated using these materials need further
understanding. Additionally, the properties of the substrate-epitaxial layer interface have a major
impact on device electrical characteristics, degrading device performance and strongly influencing
device reproducibility and yield t l[2 l3 . As a result of this, the understanding of the behavior of the deep
level occupancy as a function of this "nterface is essential for the successful fabrication of devices and
integrated circuits on GaAs epitaxial wafers.

In this paper, we report the deep levels detected in GaAs MESFETs and HFETs that were fabricated
using MBE at AT&T Bell Labs Reading. The possible origin of the deep levels and their effects on
Jevice performance were investigated. First, we shall describe the devices used in this study. The
conductance DLTS apparatus will be described in detail. The discussion of the results, and finally the
conclusions and recommendations are presented in the last section.

2. Experiment.

2.1 Device Structure.

The MESFETs and HFETs used in the. experiments were long channel (45 tam) FETs with channel
width-to-length (ZL) ratios of 1/2. Some smaller devices with Z=I.0 pm and L=18 ±m were also
measured. The large FETs are requit-J for the capacitance DLTS measurements since in a standard FET
the capacitance is too small to produce measurable signal levels. The smaller (standard) duices were
used to verify 'at there were no differences with the large FEes spectra due to geometrical or surface
potential fluct dons 4l.

The MESFET stnucure consisted of a 1000 A undoped buffer layer grown on undoped GaAs stobstrates.
An alternating (40 A GaAs/40 A AIGaAs) superlattice and another undoped buffer layer (1000 A) were
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then deposited. Next the n-GaAs conductive layer was grown with a Si doping concentration of I x 1017

cm - 3. A heavily (n+) Si doped (2.5 x 10l cm-3) layer was deposited over this structure to enhance the
drain and source Au/Ge/Ni/Au ohmic contacts. Ti/Pt/Au was used for the gate metallization. An oxygen
ion implant was used to isolate the devices. The MESFETs were fabricated to assess the influence of
several variables on deep levels. We used two thicknessesofor the undoped Gaos buffer layer that
followed the deposition of the superlattice, standard (1000 A), and thick (10000 A). The superlattice
was eliminated for some of the wafers. Finally, we studied the effects of two different cleaning
procedures on the GaAs substrate surfaces. The standard clean, consists of a 5:2:10 NH4OH:H202::H20
etch. Some wafers received an ultraviolet-ozone clean. Exposure to ultraviokt radiation
photochemically oxidizes the carbon on the wafer surface. This oxide is desorbed prior to epitaxial
deposition131.

The HFET structure consisted of a superlattice grown on the GaAs undoped semi-insulating substrate.
The growth proceeded by the deposition of an undoped GaAs buffer layer. Undoped spacer layers were
grown both above and below the Si-doped AIGaAs donor layer. At the interface between the undoped
AIGaAs spacer and the undoped GaAs buffer layer a two dimensional electron gas (2DEG) is formed
when the electrons from the donor layer fall into the triangular quantum well created by the band
discontinuity between AIGaAs and GaAs. A GaAs cap layer is deposited over the top spacer layer and
the other three layers are added to produce the depletion mode structure. The HFET devices were
fabricated by using self-aligned tungsten silicide refractory gates. Source and drain n ohmic contact
regions were formed by Si ion-implantation. The silicon implanted ions were activated by furnace
annealing. The ohmic contact metallization was Au/Ge/Ni/Au. An oxygen ion implant was used for
device isolation.

2.2 Experimental Technique

Capacitance and conductance DLTS were measured as well as Device I-V characteristics. The
capacitance DLTS system used was the original one D. V. Lang designed for his DLTS experiments1 51 .
The conductance DLTS experiment allows the measurements of DLTS signals from devices which
would be ordinarily too small or have an inappropriate geometry for standard capacitance DLTS
measurements and it is accomplished as follows: A precision power supply was used to apply a small
bias voltage (50 mV) between the source and the drain of the test FET, in order to operate in the ohmic
region. The Schottky barrier gate depletion region was changed with a reverse bias pulse from a pulse
generator which was triggered through an oscilloscope to a boxcar. The source of the FET was
connected to a low noise transimpedance amplifier, and the amplified signal is connected to the input of
the gate integrator. The signal was sampled at times tt and t2 during the on/off transient, and the DLTS
signal is the difference in decay amplitudes at these two times. The transient-time T (inverse of the
thermal emwssion constant e) changes with temperature and when this difference is on ie order of the
window time (t2 - tj), the boxcar will produce a maximum output signal and therefore a DLTS peak. A
DLTS spectrum is generated by sweeping the temperature and plotting the DLTS signal versus
temperature. We swept the temperature between -50°C and 150tC in I0C intervals. The output from the
boxcar was connected to a voltmeter. An AT&T PC with a HPJB interface sweeps the oven temperature
and reads the temperature and the voltmeter values. The daut was plotted using a X-Y plotter connected
to the voltmeter and also to the oven with a thermocouple.

3. Results and Discussion

The transient time constant giving rise to the maximum in the boxcar output is the reciptocal of the
emission constant of the trap ard is given by:

tm= I/e = (t, - t2) /ln(t/t 2)

Using the relation16l 7
_

i"21? = ( &g /Y <vj> Nc) exp ( A EXT)
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where < vh > is the mean thermal velocity of the carrers, Ne is the effective density of states in the
corresponding band and & is the degeneracy of the trap level. the deep level activation enrgy (E) and
the capture cross section (c) can be determined from the slope and the intercept ofT T 'ersus
lOO~kT log-linear plot. respect;r ,ly.

Figure I& shows dhe cotiductme DLTS spectrum with the two traps found for the NIESFETs. Their
emission temperatures are approximately WC and 500C respectively for 1/10 ms (r11r2) window. Their
activation energies were 0.52 eV and 0.83 eV respectively and their capture cross sections were 4.0 x
10-14 cm-2 and 7 x i(rl" cm:-A Figure lb is the capiiance DLTS spectrum obtained on the same
device as represented in Figure In showing a hole trap for the first deep level and an election trap for the
seco~nd one. The calculated activation energies, obtained by capacitanice DLS were the same a,- thoseA
calculated by conductance DLTS.
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The fist trap did not appear on tOw DLTS spectrai for MESFETs that received the ozone cle-os prior 13
epitaxial growth. From Figure 2 we can see that the first emission trap is not present for these ozone-
treated wafers regardless of the uncdoped GaAs buffer layer thickness used. These same deep levels were
measured by DLTS for -standard cleaned HFET devices.
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The 0.52 eV hole trap was also absent for the ozone cleaned HFET..devices (Figwve 3). Figure 311,
contains DLTS spectra of HFET devices fabricated on standard and ozone-cleaned wafers. This trap
produces device instabilities when the trap occupancy changes. Figure 4 illustrates a possible
explanation. A carbon concentration of 10'4 cm-2 has been measured"t on the standard clean wafers.
This produces a highly p-type interface which pins die Fermi level at the shallow carbon acceptor level
and produces a band bending at the substrate-epi layer interface (dashed line). Under these conditions
(circles). the hole trap (E, = 0.52 eV) .an be populated and detected. Whe n the substrate is UV-ozone
cleaned, the carbon concentration is significantly decreased. raising the Fermi level substantially above
the 0.52 eV acceptor level. Under these conditions (tianzgles). the hole trap can not change occupancy,
therefore, it is not detected in the DLTS spectrum.

at

FIGURE 4
The iliustration for a possible tin!anation
of the hole trap appearance on 0 f DLTS
spectra based on the band bending at the
substrate-epi interface

Hoe traps in MBE GaAs at growth temperature above 500C have been associated with the presence of
impurities suchs as Fe. Cu, and Cr. These impurities may be the result of contaminants in the MBE
system or due to outdiffusion from the substrate during giowth. in order to investigate the signature
of the Fe trap, DLTS measurements were performed on intentionally Fe doped substrates (Figure 5).

an~ewKnow

FIGURE 5 FIGURE 6
DLTS spectra for an intentionally Ion implanted MESFET isolated with
Fe doped ion imuplanted MESFET. W~ DLTS spectra. The first trap signal

is the Fe and the second one is the EL2i
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These MESFET devices were fabricated using ion-implantation technology to form the active and
ohmic contact regions. The first trap is due to Fe and the second one is the EL2. The calculated
activation energies and capture cross sections of the DLTS spectrum shown in Figure 7 were: EaF =
0.52 eV and crFt = 1.3 x 10- 4 cm-2 and EEL2 = 0.82 eV and qrt.2 = 8 . 10-' cm-2 . A thernal
activation energy of 0.52 eV was also determined from an Arthenius plot obtained from a frequency and
temperature dependence of the output impedance measurements performed on standard HFETs. A
complete description of the output impedance measurements has been reported in a previous paper lt l.
The activation energies determined by the output impedance and DLTS measurements were consistent.
The cature cross sections were similar also (4.4 x 10"4 cm "2 by the output impedance method and 4.0
x Uri' cm72 by DLTS measurements). A possible origin for this hole trap may be Fe since the MBE
chamber is constructed of stainless steel. The Fe hole trap has been detected in previous studies on
MBE grown GaAs 9 1l0 l .

The second trap detected by DLTS for tle MBE-grown MESFETs and HFETs is an electron trap and it
was not influenced by the cleaning procedure. We believe that this electron trap may be responsible for
low frequency oscillations that have been measuredt t I on Transimpedance Preamplifier Integrated
Circuits fabricated on the MESFET structure described in this paper. At room temperature operation
these circuits reach SOd, 21 due to the power being dissipated by the circuit under bias. This 50*C
operating temperature matches the emission temperature for this second trap. The activation energy and
capture cross section determined from the DLTS data were 0.83 eV and 7.4 x 10-14 Cm-2.From the 1/10
ms window in our DLTS measurements we calculated a frequency of 250 Hz for the trap emission
temperattei of 501C. This cotesponds closely with the frequency of the oscillation for the circuits. 200
Hz. There is a possibility that this trap may be an oxygen related level. There have been previous
repom of an oxygen trap detected for GaAs MESFETs[! 3 1 14X151

A possible origin for this trap may be from the oxygen implant isolation. We have measured DLTS
spectra for pwoton isolated ion-implanted MESFETs. as shown in Figure 6. and we did not detect this
trap. The first trap in this DLTS spectrum is the 0.52 eV hole trap possible related to Fe and the second
electron trap is the EL2. It should be noticed that both the oxygen-related trap and the EL2 are present
on the intentionally doped ion implanted MESFET isolated with oxygen.

Changing the undoped GaAs buffer layer thickness or eliminating the superlattice buffer did not
influence the major features of the DLTS spectrum. Both hole and electron traps appeared when the
standard clean was used and only the second trap (Ea = 0.83 eV) was observed for the ozone clean
wafers.

4. Conclusions and Recmmmtdatlans.

A 0.52 eV hole trap is present in our standard cleaned MESFETs and HFETs. Its source may be not
eliminated but in order for this trap to be electrically inactive the interfacial carbon concentration must
be decreased. This can be accomplished by utilizing the UV-ozone wafer surface cleaning. This cleaning
is highly recommended since it also suppresses sidegating, and improves electron mobility and electrical
device characteristics T1 .

The 0.83 eV electron trap needs further investigation. A possible way to eliminate this trap could be by
using H for device isolation. Based upon the circuit noise measurements and DLTS measurements it is
possible to fuMther evaluate the origin of the low frequency oscillations. A more extensive study of the
use of W device isolation may assist in determining the origin of this electron trap. Initial evaluations
of sidegating characteristics using this isolation have shown improvement!t 61.

The conductance DLTS measurements have been shown to be a useful technique to characterize our
MESFETs and HFETs. The measurement results are consistent with device output impedance
measurements. The DLTS results have demonstrated that the cleaning of the substrate-epi interface is a

4 very important step in the fabrication of high performance GaAs devices.

____- -__
... i i .i1 i_-_-l - / . .. . m m ii - I ia i
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THE STUDY OF INTERFACIAL TRAPIS OF InP MEiTAL-IXSIAT-
SEMICONDUCTOR STRUCTURES

Lu Liwu.Zhou Jie.Qu Wei and Zhaig Shengliang
National Laboratory for Superlattices and Microstraictures, Institute

of Semiconductors. Academia Sinica. Beijing 100083, . .China

The interfacial traps of In? MIS structures with different
insulating layers grown by PSCV has been studied using
DLTS technique. Experimental results show that the
interfacial traps are located in the interface between the
insulator and InP. and near the interface in InP. The deep
level parameters of the traps indicated that its origin
night be due to (1) Part of P atom evaporate and form P
vacancies in In? surface during PSCVD; (2) Native defects
in InP substrate; (3) Irradiation damage induced by Plasma
during PECY.

InP is Well suited for use in high-frequency and optoelectronic
devices by virtue of its high electron mobility and large band
gap. Devices requ ire the formation of Schottky
contacts. However. most metal contact on InP have low Schottky
barrier energy and this gives rise to a large leakage current
under rev rse bias.Hence.an insulating layer about 100-3000 A
thickness is required at metalI-semi conductor interface to reduce
the leakage current. InP devices based on the MIS structures
suffer from current drift and a gradual deterioration in their
performance (lI.The interfacial traps of In? MIS structures can
play a signif icant role in device performance (2). It is the
purpose of this work to report the detailed study of the physical
behaviour of interfacial traps of In? MIS structures.

2Z~A P RENI NM fi=TENTAL CONRLTIDU

The substrates used here are n-txe j doped InP LEIC crystal with
a carrier concentration of 5x105 cm .Then the 2000 A thick SiO2
layer was deposited on the sample No.1 and No.2 by PSC'ID.And the
1000 A thick S1O2 N and Si0ON layers were deposited on the sample
No.3 and No.4 by PSCV. res~ectively. The PGCVD system DP-80 Is
made by Plasma Technology corporation. Bitish. The conditions of
PECY for all samples are as follows: high frequency 13.56
MIz. Ilow pcpssure 150 my, work temperature 340 C and power dens ity
0.01 I/cml. The Cr-Au was evaporated on the insulating layer to
form the metal gate.The ohmic contact was provided by evaporating
Au-Ge-NI on the back surface of samples and heating at- 420 C. The
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DLTS measurements in the temperature range from 77 to 350 K were
carried out using DLS-82E,from SemiLab,Hungary. The typical
experimental conditions are reverse bias voltage Vr=-0.2 V, pulse
amplitudeAV = 1.8 Vpulse width tp= 100 As-and frequency f= 23 Hz.
The level positions of traps are determined from Arrhenius
plots,while capture cross sections are obtained directly from
measurements at varying pulse width.

3. EXPERIMENTAL RESULTS

(1) DLTS measurement method

For the DLTS measurementan MIS diode is biased as illustrated in
Fig.l(a).By applying positive-going pulses with V = V.,surface
states and interfacial traps are filled with electrons as shown
in Fig.l(b) (the upper part).
The diode is then reverse
biased at V = Vr. In this
period. electrons trapped -

above the Fermi level are C -
emitted as shown in Fig.l(b)
(the lower part).Accordingly, . " Jection poe
the diode capacitance V'_ 0 11 ot2 T2
increses. The diode tj T
capacitance also increases by
minority carrier generation .o

when Vr is large enough to oltage Emission process

generate an inversion layer. (() b)

Therefore, the DLTS signal
consists of three components: Fig. 1.DLTS measurement.
surface states, interfacial (a) Shape of bias voltage
traps and carrier generation, and capacitance variation.
These components can be (b) Energy diagrams during
separated by adjusting Vr and injection and emission.
Va. When the surface potential
is adjusted such that no inversion layer is formed during DLTS
measurement, the minority-carrier generation is suppressed and
DLTS signal represents the emission from interfacial traps and
surface states. And both can be separated by measuring shift of
DLTS spectra with varying pulse heights Va, since-the peak
temperature does not change when traps dominate but it change
when states dominate.

(2) DLTS measuring results

The typical DLTS spectra of samples No. 1 and No. 2 are shown in
Fig. 2. Seven deep level defects ,labeled El to E7, which are
located at 0.13,0.32,0.39.0.42,0.15,0.39 and 0.49ev below E_, are
observed respectively. The deep level parameters defects are
listed in Table I.Among above defects, El(0.l3ev) and ES(0.1Sev)
have the similar deep level parameters to that of trap at 0.16ev
of Levinson et al [41.,E2(0.32ev),E3(0.39ev) and E6(0.39ev) have
the similar deep level parameters to that of trap at 0.31 and
0.40ev of Yamazoe et al [5].Although E7(0.49ev) has the similar
level position to that of trap at 0.51ev of Lim et al [6].,the

f
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difference between both values of capture cross section is much
too large (see Table I).The typical DLTS spectra of samples No.3
and No.4 are shown in Fig.3.Six deep level defects, labeled E8 to
E13,which are located at 0.21,0. 40, 0. 15,'0.36. 0.40 and 0.59ev
below Eccan be observed. Their detailed parameters are also

I

77 100 150 200 250 300 77' 100 150 200 250 300

T~ERPIAThRB (K) TflFAUOE (gC)

Fig. 2. DLTS spectra of InP Fig. 3. DLTS spectra of InP
MIS structure. MIS structure.(a) Sample No. 1. (a) Sample No. 3.

(b) Sample No. 2. (b) Sample No. 4.
Vr=-0. 2 V. AV1l. 8 V, Vr=-O. 2 V, AVffl. 8 V,

f=23Hz. fff23Hz.

listed in Table l. It is interesting for us that E8 (0.2lev),ElO
(0. 15ev) and El1(0.36EV) could be identical with the trap at
0.21,0.14 and 0.37ev of Levinson et al [4].And E9 (0.40ev),E12
(0.40ev) and E13 (0.59Pev) could be identical to the traps at 0. 40
and 0. 60ev of Yamazoe et al [5].Table I summarized the results of
previous workers and the results of this work.

Table I. Summary of Experimental Results

Sample Trap notation Ref.Ec-Et 6 Ec-Et

No ae e)(xl01'*cm- (x10O m) (ev) (x1u-1 6 cm2)

El 0.13 5.0 1.3 0.14 > 2.7 [81
E2 0.32 16 0.25 0.31 0.015 [5]

1 E3 0.39 12 2.6 0.40 0.33 [51
E4 0.42 12 91 0.40 0.33 (5]

E5 0.15 20 0.52 0.14 > 2.7 [8]
E6 0.39 30 3.8 0.40 0.33 [5]
E7 0.49 30 17 0.51 4x104 (61

E8 0.21 5.0 7.7 0.22 > 2.2 [81
3 E9 0.40 8.0 2.4 0.40 0.33 [5] 

E(O 0.p15 8.0 0.a28 0.14 > 2.7 [81
Ell 0.36 14 48 0.37 > 1.7 [8]

4 E12 0. 40 14 1. 9 0.40 0.33 [5] 
E13 O0.59 8.0 1.6 0.i60 5.0 (51
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In all our DLTS measurements,the filling pulse was 1.8 V and thus
can be considered large-pulse DLTS.We have also made a series of
small pulse DLTS measurements where the filling pulse was only
0.2 V. It can be seen that at the same fiFequency the same peak

Aconsistently appeared indicating that the defects were not
interface states but traps, that is, interfacial traps.

4. DISCUSSION

(1) Because of the high vapour pressure of P, P vacancies in
InP LEC crystal is easily formed even in low-temperature heat
treatment, and Vp is important in the introduction of deep levels
in the course of InP device fabrication.The deep levels in InP
caused by heat treatment (350 C, 450 C and 550 C) have been
systematically investigated by DLTS and PL measurements (5].As a
result of the comparison of DLTS and PL spectra, it has been found
that a DLTS peak whose emission activation energy is about 0.40ev
strongly correlates the well-known 1.1ev emission peak in PL
spectra and origin of this single can be identified as a complex
state associated with Vp.According to the defect model proposed
by Spicer et al. (7] the level at 0.40ev is associated with a
Vp. So the E3 (0.39ev).E6 (0.39ev),E9 (0.40ev) and E12 (0.40ev)
may be related to Vp which was formed in the work temperature of
PECVD (340 C) due to P evaporation. Although E4 (0.42ev) has the
similar level position to trap at 0.40ev of Yamazoe (5],the
difference of both values of capture cross section is too large.
In view of discrepency ,the origin of E4 thus remains unknown.

(2) Yamazoe et al.[5] observed the trap at 0i31 and 0.60ev which
might be due to native defects in InP. These traps were annealed
out in the N2 atmosphere and enhanced after heat treatment under
excess P pressure.this indicates that they are related to native
defects probably associated with P interstitutial or In
vacancy.E2 (0.32ev) and E13 (0.59ev) could be identical to traps
at 0.31ev and 0.60ev of Yamazoe et al. [5] and may be due to
native defects in InP substrates.

(3) Lim et al. (6](9] reported that the trap at 0.51ev is due to
oxygen,since it is found in oxygen doped InP and InP MIS
fabricated by chemical oxidation. However, its capture cross
section is much too large and the peak occurred at too low a
temperature for the given emission ratecompared to that of E7
(0.49ev).Thus whether E7 is related to oxygen remains unknown.

(4) Levinson et al.[8] reported the observation of metastable M
center in electron irradiated InP, which was shown to exist in
either of two configurations, A or Bdepending on its charge
state.Each configuration is characterized by distinct DLTS
spectra. The A configuration is obtained when the sample is cooled
to below 160 K without any bias,whereas the B configuration is
obtained when a reverse bias is applyed during cooling.The DLTS
curve for B configuration showed defect levels at 0.09,0.14,0.22
and 0.37ev below E^,When the defect electronic states are fully
occupied ,the defect is in A configuration, when three electrons
are lost,B configuration is formed according to the following
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reaction: AO-+ A++e-;I+A2++2e--* A3 ++3e--* B3++3e-
In the final state B the defect acts as a trivalent electron
trap~and each capture and subsequent emission of electron is
responsible for the DLTS peaks.A comparison between our results
and Levinson et al.shows that E1(O.l3ev),E5(0.l5ev) and
ElO(O.l5ev) could be identical with the trap at 0. l4ev,E8(O. 21ev)A
could be identical with the trap at O.22ev,El1(0.36ev) could be
Identical with the trap at 0.37ev. indicating that E1,E5,E8,ElO
and Eli are similar to those found in electron bombarded InP.They
may be related to irradiation damage induced by plasma during
PECVD.

5.CONLUSION

We have reported the observation of interfacial traps that are
formed in InP MIS structures with different insulating layers.The
origin of these traps might be due to (1) Part of P atmos
evaporate and form VP inl InP surface during PECVD; (2) Native
defects in InP substrate; (3) Irradiation damage induced by
plasma during PECVD. -
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-of Si -reactive ion etched 1433, 1445
- of SiC:N-Al 1195
- of SiC:V 1213
- of ZnS:W 1247
- polarised 1127

quenching in III-V:rare earth 641
photorefractive effect in GaAs/AlGaAs 1357
positron annihilation
- in CZ-Si 413
- in GaAs:EL2 923
- in GaAs + radiation 979
- in InP 1021
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radiation damage
- of Ge 309
- of Si 303, 306, 315

of Si:P 333, 339
- production rate in Si 321
rapid thermal annealing 1509
rare earth impurities
- GaAs:Er 641,665, 671
- GaP:Nd 641
- InAsP:Yb 689
- InP:Er 677, 683
- InP:Yb 641,677, 683
- Si:Er 653
- theory 659
reactive ion etching
- of GaAs/AlGaAs 1439
- of Si 1433, 1445
relaxation rates of nmr in GaAs 971
resonance ionization mass spectrospcopy
- of GaAs/AlGaAs:Be 1557
rigid rotator model of Si:D-Be, Si:H-Be 69
Rutherford backscattering
- of Au in a-Si 203
- of EFG Si 291
- of Si:Ar + implanted 1487
S-Ga surface bonds on GaAs 1403
scanning infra-red microscopy of Si:O 1475
scanning tunneling microscopy
- of GaAs 1177
- of semiconductor surfaces 1381
Schottky barriers
- AlGaAs:Al diodes 1545
- effect of e-beam evaporation 1499
- effect of H 587
- on InP 1569
Se in Si 505
self-diffusion in Si 433
Si in InAs, InSb 1027
SiG.-SiA, in GaAs 953
Si1 -. Ge, epitaxial layers
- dopant diffusion 1303
- strain relief 1271
SIMS measurements
- of AIGaAs grown by MOMBE 1057
- of D in III-V's 617, 629
- of electron-beam doped semiconductors 1503
-of InP:Cu 719
solar cells 1531, 1539
spin marking
- of Si:interstitial 361
spreading resistance of ion etched Si 1433



1602 ICDS- 16

Steibler-Wronski effect 481
stress-induced dichroism
- of Si:Ni- 233
- of Si:O 87
-- of Si:Pd- 233
superlattices 1339 et seq.
telegraph noise 1519
thermal annealing
- of GaAs 997, 1051, 1481
- of GaAs:In 1003
- of InP 1481
thermal donors in silicon
- formation in Si:B, Si:A 407
-- semi-empirical calculations 395
- stress-induced alignment 401
- under H plasma 105
thermally stimulated current spectroscopy
- of GaAs 991
tight binding approximation
- of CdTe:interstitials 1253
- of GaAs:Au 1397
TI in GaAs 959
transition metals in C 1219
transition metals in GaAs
- Fe 695, 729
- Mn 701
transition metals ini GaAsP
- Cu 707
- Mn 707
transition metals in GaP
- Fe 719
- Mn 701,713
transition metals in InP
- Cu 723
- Fe 729

transition metals in Si
- Au 215
- Cd-Fe 1097
- Cr-In 137
- Cu 185, 191, 1159
- Cu and 'X' defect 167
- Cu effect on internal gettering 1475
- Cu in Al-doped 167
- Cu in B-doped 161, 167
- Cu in Ga-doped 161,167
- Cu in In-doped 167
-- Cu-radiation damage complexes 179
- dislocation effects 1309, 1315, 1321
- Fe 125, 173, 185, 227, 1159
- Fe-Al 143, 149, 155
- Fe-Al, 149
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- Fe-Au 20P
- Fe-B 143
- Fe-Ga 143, 155
- Fe-In 155
- gettering 185
- Mn 125, 227
- Mn-Ga 137
- Mo 239
- neutron activation analysis 1159
- Ni- 233
- Ni effect on internal gettering 1475
- perturbed angular correlation 1081
- Pd- 233
- Pt-'X' formation 167
- surface contamination 1381
- Ti 227, 239
- V 227
- W 239
- 'X' defect 161,167
- Zn 197
transition metals in SiC
- Ti 1183
- V 1183, 1213
transmission electron microscopy
- of AlGaAs/GaAs heterostructures 1063
- of dislocations in Si 1309
- of GaAs low temperature growth 1045
- of Ino.s 4 Gao.4 6As 1285, 1297
- of InP:Cu 723
- of InP: rapid thermal annealed 1509
- of irradiated Ge 309
- of irradiated Si 303, 309
- of Si 1-,Ge. layers 1271
- of Si oxide precipitates 1475
Two-dimensional electron mobility
- of Ino. 54 Gao. sAs 1297
uniaxial stress perturbations
- of AlGaAs:Te + DX 853
- of GaAs:EL2 893
- of GaAs:H-C 563
- of Si-Au 215
- of Si-Be 255
- of Si:Cu 191
- of Si:Zn 197
- of Si:615 meV line 327
vacancies in InP 1021
vacancies in Si 433, 475, 1327, 1451
V-O centre in Si - see 'A centre'
Xa calculations
- on GaAsP:Cu 707
- on GaAsP:Mn 707



1604 ICDS- 16

- on Si:Fe4  221
- on Si:Fe-acceptors 143
- on Si:Mn4  221
X-ray diffraction
- of GaAs irradiated 947
- of magnetic CZ Si 1075
X-ray spectroscopy of Si~transition metals 1159
Zeeman effect
- of GaAs:EL2 893
- of SiC:V 1213
Zn doped GaAs
- + Li 985
- + radiation 965
Zn doped GaAs/AIGaAs 1351
11-VI compounds 1225 et aeq.


